UNIT 3

In telecommunications, transmission media can be divided into two broad categories: guided and unguided.
Guided media include twisted-pair cable, coaxial cable, and fiber-optic cable. Unguided medium is free space.
Figure 7.2 shows this taxonomy.

UNGUIDED MEDIA: WIRELESS

Unguided media transport electromagnetic waves without using a physical conductor. This type of
communication is often referred to as wireless communication. Signals are normally broadcast through free
space and thus are available to anyone who has a device capable of receiving them. Spectrum, ranging from 3
kHz to 900 THz, is used for wireless communication.

Unguided signals can travel from the source to destination in several ways: ground propagation, sky propagation,
and line-of-sight propagation.

In ground propagation, radio waves travel through the lowest portion of the atmosphere, hugging the earth.
These low-frequency signals emanate in all directions from the transmitting antenna and follow the curvature of
the planet. Distance depends on the amount of power in the signal: The greater the power, the greater the
distance. In sky propagation, higher-frequency radio waves radiate upward into the ionosphere (the layer of
atmosphere where particles exist as ions) where they are reflected back to earth. This type of transmission allows
for greater distances with lower output power. In line-or-sight propagation, very high-frequency signals are
transmitted in straight lines directly from antenna to antenna. Antennas must be directional, facing each other,and
either tall enough or close enough together not to be affected by the curvature of the earth. Line-of-sight
propagation is tricky because radio transmissions cannot be completely focused.

The section of the electromagnetic spectrum defined as radio waves and microwaves is divided into eight ranges,
called bands, each regulated by government authorities.These bands are rated from very low frequency (VLF) to
extremely highfrequency (EHF).Table 7.4 lists these bands, their ranges, propagation methods, and some
applications.

We can divide wireless transmission into three broad groups: radio waves, microwaves, and infrared waves.
Radio Waves

Although there is no clear-cut demarcation between radio waves and microwaves, electromagnetic waves
ranging in frequencies between 3 kHz and 1 GHz are normally called radio waves; waves ranging in frequencies
between 1 and 300 GHz are called microwaves. However, the behavior of the waves, rather than the frequencies,
is a better criterion for classification.

Radio waves, for the most part, are omnidirectional. When an antenna transmits radio waves, they are
propagated in all directions. This means that the sending and receiving antennas do not have to be aligned. A
sending antenna sends waves that can be received by any receiving antenna. The omnidirectional property has a
disadvantage, too. The radio waves transmitted by one antenna are susceptible to interference by another antenna
that may send signals using the same frequency or band. Radio waves, particularly those waves that propagate in
the sky mode, can travel long distances. This makes radio waves a good candidate for long-distance broadcast-
ing such as AM radio.

Radio waves, particularly those of low and medium frequencies, can penetrate walls. This characteristic can be
both an advantage and a disadvantage. It is an advantage because, for example, an AM radio can receive signals
inside a building. It is a disadvantage because we cannot isolate a communication to just inside or outside a
building. The radio wave band is relatively narrow, just under 1 GHz, compared to the microwave band. When
this band is divided into subbands, the subbands are also narrow, leading to a low data rate for digital
communications. Using any part of the band requires permission from the authorities.

Omnidirectional Antenna



Radio waves use omnidirectional antennas that send out signals in all directions. Based on the wavelength,
strength, and the purpose of transmission, we can have several types of antennas.

Applications: The omnidirectional characteristics of radio waves make them useful for multicasting,in which
there is one sender but many receivers. AM and FM radio, television, maritime radio, cordless phones, and
paging are examples of multicasting.

Microwaves

Electromagnetic waves having frequencies between I and 300 GHz are called microwaves. Microwaves are
unidirectional. When an antenna transmits microwave waves, they can be narrowly focused. This means that the
sending and receiving antennas need to be aligned. The unidirectional property has an obvious advantage. A pair
of antennas can be aligned without interfering with another pair of aligned antennas. The following describes
some characteristics of microwave propagation:

1. Microwave propagation is line-of-sight. Since the towers with the mounted antennas need to be in direct
sight of each other, towers that are far apart need to be very tall. The curvature of the earth as well as
other blocking obstacles do not allow two short towers to communicate by using microwaves. Repeaters
are often needed for long distance communication.

2. Very high-frequency microwaves cannot penetrate walls. This characteristic can be a disadvantage if
receivers are inside buildings.

3. The microwave band is relatively wide, almost 299 GHz. Therefore wider subbands can be assigned, and
a high data rate is possible

4. Use of certain portions of the band requires permission from authorities.
Unidirectional Antenna

Microwaves need unidirectional antennas that send out signals in one direction. Two types of antennas are used
for microwave communications: the parabolic dish and the horn (see Figure 7.21).

A parabolic dish antenna is based on the geometry of a parabola: Every line parallel to the line of symmetry (line
of sight) reflects off the curve at angles such that all the lines intersect in a common point called the focus. The
parabolic dish works as a unnel, catching a wide range of waves and directing them to a common point. In this
way, more of the signal is recovered than would be possible with a single-point receiver.

Outgoing transmissions are broadcast through a horn aimed at the dish. The microwaves hit the dish and are
deflected outward in a reversal of the receipt path.

A horn antenna looks like a gigantic scoop. Outgoing transmissions are broadcast up a stem (resembling a
handle) and deflected outward in a series of narrow parallel beams by the curved head. Received transmissions
are collected by the scooped shape of the horn, in a manner similar to the parabolic dish, and are deflected down
into the stem.

Applications: Microwaves, due to their unidirectional properties, are very useful when unicast (one-to-one)
communication is needed between the sender and the receiver. They are used in cellular phones, satellite
networks , and wireless LANSs

Infrared

Infrared waves, with frequencies from 300 GHz to 400 THz (wavelengths from 1 mm to 770 nm), can be used
for short-range communication. Infrared waves, having high frequencies, cannot penetrate walls. This
advantageous characteristic prevents interference between one system and another; a short-range communication
system in one room cannot be affected by another system in the next room. When we use our infrared remote
control, we do not interfere with the use of the remote by our neighbors. However, this same characteristic
makes infrared signals useless for long-range communication. In addition, we cannot use infrared waves outside
a building because the sun's rays contain infrared waves that can interfere with the communication.

Applications: The infrared band, almost 400 THz, has an excellent potential for data transmission. Such a wide



bandwidth can be used to transmit digital data with a very high data rate. The Infrared Data Association (IrDA),
an association for sponsoring the use of infrared waves, has established standards for using these signals for
communication between devices such as keyboards, mice, PCs, and printers. For example, some manufacturers
provide a special port called the IrDA port that allows a wireless keyboard to communicate with a PC. The
standard originally defined a data rate of 75 kbps for a distance up to 8 m. The recent standard defines a data rate
of 4 Mbps. Infrared signals defined by IrDA transmit through line of sight; the IrDA port on the keyboard needs
to point to the PC for transmission to occur.

Encoding
Non-Return to Zero (NRZ) Encoding
Non-return to zero encoding is commonly used in slow speed communications interfaces for both synchronous
and asynchronous transmission. Using NRZ, a logic 1 bit is sent as a high value and a logic 0 bit is sent as a low
value (the line driver chip used to connect the cable may subsequently invert these signals).
A problem arises when using NRZ to encode a synchronous link which may have long runs of consecutive bits
with the same value. The figure below illustrates the problem that would arise if NRZ encoding were used with a
DPLL recovered clock signal. In Ethernet for example, there is no control over the number of 1's or 0's which
may sent consecutively. There could potentially be thousands of 1's or 0's in sequence. If the encoded data
contains long 'runs' of logic 1's or O's, this does not result in any bit transitions. The lack of transitions prevents
the receiver DPLL from reliably regenerating the clock making it impossible to detect the boundaries of the
received bits at the receiver. This is the reason why Manchester coding is used in Ethernet LANs.

The two variations are as follows:

1. NRZ-Level: In NRZ-L encoding, the polarity of the signal changes only when the incoming signal
changes from a 1to a0 or from a 0 to a 1. NRZ-L method looks just like the NRZ method, except for the
first input one data bit. This is because NRZ does not consider the first data bit to be a polarity change,
where NRZ-L does.

2. NRZ-Inverted: Transition at the beginning of bit interval = bit 1 and No Transition at beginning of bit
interval = bit 0 or vicecersa. This technique is known as differential encoding.

NRZ-I has an advantage over NRZ-L. Consider the situation when two data wires are wrongly connected in each
other's place.In NRZ-L all bit sequences will get reversed (B'coz voltage levels get swapped).Whereas in NAZ-I
since bits are recognized by transition the bits will be correctly interpreted. A disadvantage in NRZ codes is that
a string of 0's or 1's will prevent synchronization of transmitter clock with receiver clock and a separate clock
line need to be provided.

Biphase: Manchester and Differential Manchester

The idea of RZ (transition at the middle of the bit) and the idea of NRZ-L are combined into the Manchester
scheme. In Manchester encoding, the duration of the bit is divided into two halves. The voltage remains at one
level during the first half and moves to the other level in the second half. The transition at the middle of the bit
provides synchronization. Differential Manchester, on the other hand, combines the ideas of RZ and NRZ-I.
There is always a transition at the middle of the bit, but the bit values are determined at the beginning of the bit.
If the next bit is 0, there is a transition; if the next bit is 1, there is none. Figure 4.8 shows both Manchester and
differential Manchester encoding.

The Manchester scheme overcomes several problems associated with NRZ-L, and differential Manchester
overcomes several problems associated with NRZ-I. First, there is no baseline wandering. There is no DC
component because each bit has a positive and negative voltage contribution. The only drawback is the signal
rate. The signal rate for Manchester and differential Manchester is double that for NRZ. The reason is that there
is always one transition at the middle of the bit and maybe one transition at the end of each bit. Figure 4.8 shows
both Manchester and differential Manchester encoding schemes. Note that Manchester and differential
Manchester schemes are also called biphase schemes.



Bipolar Schemes or multi-level binary :

In bipolar encoding (sometimes called multilevel binary), there are three voltage levels: positive, negative, and
zero. The voltage level for one data element is at zero, while the voltage level for the other element alternates
between positive and negative. AMI and Pseudoternary Figure 4.9 shows two variations of bipolar encoding:
AMI and pseudoternary. A common bipolar encoding scheme is called bipolar alternate mark inversion (AMI).
In the term alternate mark inversion, the word mark comes from telegraphy and means 1. So AMI means
alternate I inversion. A neutral zero voltage represents binary O. Binary Is are represented by alternating positive
and negative voltages. A variation of AMI encoding is called pseudoternary in which the 1 bit is encoded as a
zero voltage and the 0 bit is encoded as alternating positive and negative voltages.

The bipolar scheme was developed as an alternative to NRZ. The bipolar scheme has the same signal rate as
NRZ, but there is no DC component. The NRZ scheme has most of its energy concentrated near zero frequency,
which makes it unsuitable for transmission over channels with poor performance around this frequency. The
concentration of the energy in bipolar encoding is around frequency N12. Figure 4.9 shows the typical energy
concentration for a bipolar scheme. One may ask why we do not have DC component in bipolar encoding. We
can answer this question by using the Fourier transform, but we can also think about it intuitively. If we have a
long sequence of 1s, the voltage level alternates between positive and negative; it is not constant. Therefore,
there is no DC component. For a long sequence of Os, the voltage remains constant, but its amplitude is zero,
which is the same as having no DC component. In other words, a sequence that creates a constant zero voltage
does not have a DC component. AMI is commonly used for long-distance communication, but it has a
synchronization problem when a long sequence of Os is present in the data, which is resolved by scrambling
technique.

Multilevel Schemes

The desire to increase the data speed or decrease the required bandwidth has resulted in the creation of many
schemes. The goal is to increase the number of bits per baud by encoding a pattern of m data elements into a
pattern of n signal elements. We only have two types of data elements (Os and Is), which means that a group of
m data elements can produce a combination of 2m data patterns. We can have different types of signal elements
by allowing different signal levels. If we have L different levels, then we can produce Ln combinations of signal
patterns. If 2m =Ln, then each data pattern is encoded into one signal pattern. If 2m < Ln, data patterns occupy
only a subset of signal patterns. The subset can be carefully designed to prevent baseline wandering, to provide
synchronization, and to detect errors that occurred during data transmission. Data encoding is not possible if
2m > Ln because some of the data patterns cannot be encoded.

The code designers have classified these types of coding as mBnL, where m is the length of the binary pattern, B
means binary data, n is the length of the signal pattern, and L is the number of levels in the signaling. A letter is
often used in place of L: B (binary) for L =2, T (ternary) for L =3, and Q (quaternary) for L =4. Note that the first
two letters define the data pattern, and the second two define the signal pattern. 2BIQ The first mBnL scheme we
discuss, two binary, one quaternary (2BIQ), uses data patterns of size 2 and encodes the 2-bit patterns as one
signal element belonging to a four-level signal. In this type of encoding m =2, n =1, and L =4 (quatemary).
Figure 4.10 shows an example of a 2B1Q signal. The average signal rate of 2BIQ is S =N/4. This means that
using 2BIQ, we can send data 2 times faster than by using NRZ-L. However, 2B 1Q uses four different signal
levels, which means the receiver has to discern four different thresholds. The reduced bandwidth comes with a
price. There are no redundant signal patterns in this scheme because 2% =4',

8B6T A very interesting scheme is eight binary, six ternary (8B6T). This code is used with 100BASE-4T cable.
The idea is to encode a pattern of 8 bits as a pattern of 6 signal elements, where the signal has three levels
(ternary). In this type of scheme, we can have 28 =256 different data patterns and 36 =478 different signal
patterns. There are 478 - 256 =222 redundant signal elements that provide synchronization and error detection.
Part of the redundancy is also used to provide DC balance. Each signal pattern has a weight of 0 or +1 DC
values. This means that there is no pattern with the weight -1. To make the whole stream Dc-balanced, the sender
keeps track of the weight. If two groups of weight 1 are encountered one after another, the first one is sent as is,



while the next one is totally inverted to give a weight of -1. Figure 4.11 shows an example of three data patterns
encoded as three signal patterns. The three possible signal levels are represented as -,0, and +. The first 8-bit
pattern 00010001 is encoded as the signal pattern -0-0++ with weight 0; the second 8-bit pattern 010 10011 is
encoded as - + - + + 0 with weight +1. The third bit pattern should be encoded as + - - + 0 + with weight +1. To
create DC balance, the sender inverts the actual signal. The receiver can easily recognize that this is an inverted
pattern because the weight is -1. The pattern is inverted before decoding.s

4D-PAMS The last signaling scheme we discuss in this category is called four dimensional five-level pulse
amplitude modulation (4D-PAMS5). The 4D means that data is sent over four wires at the same time. It uses five
voltage levels, such as -2, -1, 0, 1, and 2. However, one level, level 0, is used only for forward error detection . If
we assume that the code is just one-dimensional, the four levels create something similar to 8B4Q. In other
words, an 8-bit word is translated to a signal element of four different levels. The worst signal rate for this
imaginary one-dimensional version is N X 4/8, or N12. The technique is designed to send data over four
channels (four wires). This means the signal rate can be reduced to N18, a significant achievement. All 8 bits can
be fed into a wire simultaneously and sent by using one signal element. The point here is that the four signal
elements comprising one signal group are sent simultaneously in a four-dimensional setting. Figure 4.12 shows
the imaginary one-dimensional and the actual four-dimensional implementation.

Multiline Transmission: MLT-3

NRZ-I and differential Manchester are classified as differential encoding but use two transition rules to encode
binary data (no inversion, inversion). Ifwe have a signal with more than two levels, we can design a differential
encoding scheme with more than two transition rules. MLT-3 is one of them. The multiline transmission, three
level (MLT-3) scheme uses three levels (+v, 0, and - V) and three transition rules to move between the levels.

1. If the next bit is 0, there is no transition.
2. If the next bit is 1 and the current level is not 0, the next level is 0.
3. If the next bit is 1 and the cutTent level is 0, the next level is the opposite of the last nonzero level.

The behavior of MLT-3 can best be described by the state diagram shown in Figure 4.13.The three voltage levels
(-V, 0, and +V) are shown by three states (ovals). The transition from one state (level) to another is shown by the
connecting lines. Figure 4.13 also shows two examples of an MLT-3 signal

One might wonder why we need to use MLT-3, a scheme that maps one bit to one signal element. The signal rate
is the same as that for NRZ-I, but with greater complexity (three levels and complex transition rules). It turns out
that the shape of the signal in this scheme helps to reduce the required bandwidth. Let us look at the worst-case
scenario, a sequence of Is. In this case, the signal element pattern +VO - VO is repeated every 4 bits. A
nonperiodic signal has changed to a periodic signal with the period equal to 4 times the bit duration. This
worstcase situation can be simulated as an analog signal with a frequency one-fourth of the bit rate. In other
words, the signal rate for MLT-3 is one-fourth the bit rate. This makes MLT-3 a suitable choice when we need to
send 100 Mbps on a copper wire that cannot support more than 32 MHz

ANALOG-TO-DIGITAL CONVERSION

After the digital data are created (digitization), we can use one of the any of the following encoding techniques
to convert the digital data to a digital signal.

Pulse Code Modulation (PCM) The most common technique to change an analog signal to digital data
(digitization) is called pulse code modulation (PCM). A PCM encoder has three processes, as shown in Figure
4.21.

1. The analog signal is sampled.

2. The sampled signal is quantized.



3. The quantized values are encoded as streams of bits.
Sampling

The first step in PCM is sampling. The analog signal is sampled every Ts s, where T5 is the sample interval or
period. The inverse of the sampling interval is called the sampling rate or sampling frequency and denoted by is,
where is = IITs' There are three sampling methods-ideal, natural, and flat-top-as shown in Figure 4.22. In ideal
sampling, pulses from the analog signal are sampled. This is an ideal sampling method and cannot be easily
implemented. In natural sampling, a high-speed switch is turned on for only the small period of time when the
sampling occurs. The result is a sequence of samples that retains the shape of the analog signal. The most
common sampling method, called sample and hold, however, creates flat-top samples by using a circuit.

The sampling process is sometimes referred to as pulse amplitude modulation (PAM). We need to remember,
however, that the result is still an analog signal with nonintegral values. Sampling Rate One important
consideration is the sampling rate or frequency. What are the restrictions on Ts? This question was elegantly
answered by Nyquist. According to the Nyquist theorem, to reproduce the original analog signal, one necessary
condition is that the sampling rate be at least twice the highest frequency in the original signal.

We need to elaborate on this point. First, we can sample a signal only if the signal is band-limited. In other
words, a signal with an infinite bandwidth cannot be sampled. Second, the sampling rate must be at least 2 times
the highest frequency, not the bandwidth. If the analog signal is low-pass, the bandwidth and the highest
frequency are the same value. If the analog signal is bandpass, the bandwidth value is lower than the value of the
maximum frequency. Figure 4.23 shows the value of the sampling rate for two types of signals.

Quantization

The result of sampling is a series of pulses with amplitude values between the maximum and minimum
amplitudes of the signal. The set of amplitudes can be infinite with nonintegral values between the two limits.
These values cannot be used in the encoding process. The following are the steps in quantization:

1. We assume that the original analog signal has instantaneous amplitudes between Vmin and Vmax'

2. We divide the range into L zones, each of height A (delta).
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3. We assign quantized values of 0 to L - I to the midpoint of each zone.

4. We approximate the value of the sample amplitude to the quantized values.

As a simple example, assume that we have a sampled signal and the sample amplitudes are between -20 and +20
V. We decide to have eight levels (L = 8). This means that A=5 V. Figure 4.26 shows this example.

DIGITAL TRANSMISSION

We have shown only nine samples using ideal sampling (for simplicity). The value at the top of each sample in
the graph shows the actual amplitude. In the chart, the first row is the normalized value for each sample (actual
amplitude /A). The quantization process selects the quantization value from the middle of each zone. This means
that the normalized quantized values (second row) are different from the normalized amplitudes. The difference
is called the normalized error (third row). The fourth row is the quantization code for each sample based on the
quantization levels at the left of the graph. The encoded words (fifth row) are the final products of the
conversion.

Quantization Levels In the previous example, we showed eight quantization levels. The choice of L, the number
of levels, depends on the range of the amplitudes of the analog signal and how accurately we need to recover the
signal. If the amplitude of a signal fluctuates between two values only, we need only two levels; if the signal, like
voice, has many amplitude values, we need more quantization levels. In audio digitizing, L is normally chosen to



be 256; in video it is normally thousands. Choosing lower values of L increases the quantization error if there is a
lot of fluctuation in the signal.

Quantization Error One important issue is the error created in the quantization process. (Later, we will see how
this affects high-speed modems.) Quantization is an approximation process. The input values to the quantizer are
the real values; the output values are the approximated values. The output values are chosen to be the middle
value in the zone. If the input value is also at the middle of the zone, there is no quantization error; otherwise,
there is an error. In the previous example, the normalized amplitude of the third sample is 3.24, but the
normalized quantized value is 3.50. This means that there is an error of +0.26. The value of the error for any
sample is less than A/2.

In other words, we have -A/2 < error<A/2. The quantization error changes the signal-to-noise ratio of the signal,
which in turn reduces the upper limit capacity according to Shannon. It can be proven that the contribution of the
quantization error to the SNRdB of the signal depends on the number of quantization levels L, or the bits per
sample nb' as shown in the following formula:

SNRdB =6.02nb + 1.76 dB
Encoding
The last step in PCM is encoding. After each sample is quantized and the number of bits per sample is decided,
each sample can be changed to an llb-bit code word. In Figure 4.26 the encoded words are shown in the last row.
A quantization code of 2 is encoded as 010; 5 is encoded as 101; and so on. Note that the number of bits for each
sample is determined from the number of quantization levels. If the number of quantization levels is L, the
number of bits is /b =log2 L. In our example L is 8 and IIb is therefore 3. The bit rate can be found from the
formula

Bit rate = sampling rate x number of bits per sample =fs x nb

DIGITAL-TO-ANALOG CONVERSION

Digital-to-analog conversion is the process of changing one of the characteristics of an analog signal based on
the information in digital data.

A sine wave is defined by three characteristics: amplitude, frequency, and phase. When we vary anyone of these
characteristics, we create a different version of that wave. So, by changing one characteristic of a simple electric
signal, we can use it to represent digital data. Any of the three characteristics can be altered in this way, giving us
at least three mechanisms for modulating digital data into an analog signal:

1. Amplitude shift keying (ASK)
2. Frequency shift keying (FSK), and
3. Phase shift keying (PSK).

In addition, there is a fourth (and better) mechanism that combines changing both the amplitude and phase,
called quadrature amplitude modulation (QAM). QAM is the most efficient of these options and is the
mechanism commonly used today (see Figure 5.2).

Amplitude Shift Keying

In amplitude shift keying, the amplitude of the carrier signal is varied to create signal elements. Both frequency
and phase remain constant while the amplitude changes.

Binary ASK (BASK)

Although we can have several levels (kinds) of signal elements, each with a different amplitude, ASK is
normally implemented using only two levels. This is referred to as binary amplitude shift keying or on-off keying
(OOK). The peak amplitude of one signallevel is 0; the other is the same as the amplitude of the carrier
frequency. Figure 5.3 gives a conceptual view of binary ASK.



Bandwidth for ASK Figure 5.3 also shows the bandwidth for ASK. Although the carrier signal is only one simple
sine wave, the process of modulation produces a nonperiodic composite signal. This signal has a continuous set
of frequencies. As we expect, the bandwidth is proportional to the signal rate (baud rate). However, there is
normally another factor involved, called d, which depends on the modulation and filtering process. The value of
d is between 0 and 1. This means that the bandwidth can be expressed as shown, where 5 is the signal rate and
the B is the bandwidth.

B=(1+d)xS
The formula shows that the required bandwidth has a minimum value of 5 and a maximum value of 25. The most

important point here is the location of the bandwidth. The middle of the bandwidth is where I€ the carrier
frequency, is located. This means if we have a bandpass channel available, we can choose our Ie so that the
modulated signal occupies that bandwidth. This is in fact the most important advantage of digitalto- analog
conversion. We can shift the resulting bandwidth to match what is available.

Implementation The simple ideas behind the implementation may help us to better understand the concept itself.
Figure 5.4 shows how we can simply implement binary ASK.

If digital data are presented as a unipolar NRZ digital signal with a high voltage of I V and a low voltage of 0 V,
the implementation can achieved by multiplying the NRZ digital signal by the carrier signal coming from an
oscillator. When the amplitude of the NRZ signal is 1, the amplitude of the carrier frequency is held; when the
amplitude of the NRZ signal is 0, the amplitude of the carrier frequency is zero.

Multilevel ASK

We can have multilevel ASK in which there are more than two levels. We can use 4,8, 16, or more different
amplitudes for the signal and modulate the data using 2, 3, 4, or more bits at a time. In these cases,r =2, 1r =3, r
4, and so on. Although this is not implemented with pure ASK, it is implemented with QAM.

Frequency Shift Keying

In frequency shift keying, the frequency of the carrier signal is varied to represent data. The frequency of the
modulated signal is constant for the duration of one signal element, but changes for the next signal element if the
data element changes. Both peak amplitude and phase remain constant for all signal elements.

Binary FSK (BFSK)

One way to think about binary FSK (or BFSK) is to consider two carrier frequencies. In Figure 5.6, we have
selected two carrier frequencies,f} and12. We use the first carrier if the data element is 0; we use the second if
the data element is 1. However, note that this is an unrealistic example used only for demonstration purposes.
Normally the carrier frequencies are very high, and the difference between them is very small.

As Figure 5.6 shows, the middle of one bandwidth is fI and the middle of the other is f2. Both fI and f2 are Af
apart from the midpoint between the two bands. The difference between the two frequencies is 2Af

Bandwidth for BFSK Figure 5.6 also shows the bandwidth of FSK. Again the carrier signals are only simple sine
waves, but the modulation creates a nonperiodic composite signal with continuous frequencies. We can think of
FSK as two ASK signals, each with its own carrier frequency Cil or f2). If the difference between the two
frequencies is 2Af, then the required bandwidth is B=(I+d)xS+ 2Af

What should be the minimum value of 2Af? In Figure 5.6, we have chosen a value greater than (I + d)S. It can be
shown that the minimum value should be at least S for the proper operation of modulation and demodulation.

Implementation There are two implementations of BFSK: noncoherent and coherent. In noncoherent BFSK,
there may be discontinuity in the phase when one signal element ends and the next begins. In coherent BFSK,
the phase continues through the boundary of two signal elements. Noncoherent BFSK can be implemented by



treating BFSK as two ASK modulations and using two carrier frequencies. Coherent BFSK can be implemented
by using one voltage-controlled oscillator (VeO) that changes its frequency according to the input voltage. The
input to the oscillator is the unipolar NRZ signal. When the amplitude of NRZ is zero, the oscillator keeps its
regular frequency; when the amplitude is positive, the frequency is increased.

Multilevel FSK

Multilevel modulation (MFSK) is not uncommon with the FSK method. We can use more than two frequencies.
For example, we can use four different frequencies f1,f2,f3, and 14 to send 2 bits at a time. To send 3 bits at a
time, we can use eight frequencies. And so on. However, we need to remember that the frequencies need to be

2Af apart. For the proper operation of the modulator and demodulator, it can be shown that the minimum value
of 2Af needs to be S. We can show that the bandwidth with d =0 is

B=(+d)xS+(L-1)2Af => B=LxS

Phase Shift Keying

In phase shift keying, the phase of the carrier is varied to represent two or more different signal elements. Both
peak amplitude and frequency remain constant as the phase changes. Today, PSK is more common than ASK or
FSK. However, we will see Shortly that QAM, which combines ASK and PSK, is the dominant method of
digitalto-analog modulation.

Binary PSK (BPSK)

The simplest PSK is binary PSK, in which we have only two signal elements, one with a phase of 0°, and the
other with a phase of 180°. Figure 5.9 gives a conceptual view of PSK. Binary PSK is as simple as binary ASK
with one big advantage-it is less susceptible to noise. In ASK, the criterion for bit detection is the amplitude of
the signal; in PSK, it is the phase. Noise can change the amplitude easier than it can change the phase. In other
words, PSK is less susceptible to noise than ASK. PSK is superior to FSK because we do not need two carrier
signals.

Bandwidth Figure 5.9 also shows the bandwidth for BPSK. The bandwidth is the same as that for binary ASK,
but less than that for BFSK. No bandwidth is wasted for separating two carrier signals.

Implementation The implementation of BPSK is as simple as that for ASK. The reason is that the signal element
with phase 180° can be seen as the complement of the signal element with phase 0°. This gives us a clue on how
to implement BPSK. We use the same idea we used for ASK but with a polar NRZ signal instead of a unipolar
NRZ signal, as shown in Figure 5.10. The polar NRZ signal is multiplied by the carrier frequency; the 1 bit
(positive voltage) is represented by a phase starting at 0°; the a bit (negative voltage) is represented by a phase
starting at 180°

Quadrature PSK (QPSK)

The simplicity of BPSK enticed designers to use 2 bits at a time in each signal element, thereby decreasing the
baud rate and eventually the required bandwidth. The scheme is called quadrature PSK or QPSK because it uses
two separate BPSK modulations; one is in-phase, the other quadrature (out-of-phase). The incoming bits are first
passed through a serial-to-parallel conversion that sends one bit to one modulator and the next bit to the other
modulator. If the duration of each bit in the incoming signal is T, the duration of each bit sent to the
corresponding BPSK signal is 2T. This means that the bit to each BPSK signal has one-half the frequency of the
original signal. Figure 5.11 shows the idea. The two composite signals created by each multiplier are sine waves
with the same frequency, but different phases. When they are added, the result is another sine wave, with one of
four possible phases: 45°, -45°, 135°, and -135°. There are four kinds of signal elements in the output signal (L =
4), so we can send 2 bits per signal element (r =2).



Quadrature Amplitude Modulation

PSK is limited by the ability of the equipment to distinguish small differences in phase. This factor limits its
potential bit rate. So far, we have been altering only one of the three characteristics of a sine wave at a time; but
what if we alter two? Why not combine ASK and PSK? The idea of using two carriers, one in-phase and the
other quadrature, with different amplitude levels for each carrier is the concept behind quadrature amplitude
modulation (QAM). Quadrature amplitude modulation is a combination ofASK and PSK.

Amplitude Modulation

In AM transmission, the carrier signal is modulated so that its amplitude varies with the changing amplitudes of
the modulating signal. The frequency and phase of the carrier remain the same; only the amplitude changes to
follow variations in the information. Figure 5.16 shows how this concept works. The modulating signal is the
envelope of the carrier.

As Figure 5.16 shows, AM is normally implemented by using a simple multiplier because the amplitude of the
carrier signal needs to be changed according to the amplitude of the modulating signal.

AM Bandwidth

Figure 5.16 also shows the bandwidth of an AM signal. The modulation creates a bandwidth that is twice the
bandwidth of the modulating signal and covers a range centered on the carrier frequency. However, the signal
components above and below the carrier frequency carry exactly the same information. For this reason, some
implementations discard one-half of the signals and cut the bandwidth in half. The total bandwldth required for
AM can be determined from the bandwidth of the audio signal: BAM =2B.
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