Course Title: Secure Software Design and Enterprise Computing Lab

Course Code: MCSELAKI24 i Examination Scheme
Total Number of Lecture Hours: 50 External | 36

| Internal | 14
Lecture (L) {0 ] Pra::tilz':_lll;lf"} (4 [ Tuterisl (M [0 [ TotlCredits |2

Course Objectives

This course aims to equip students with a deep wnderstanding of secure saftware development, system
design, and network services management. Through @ serfes of hands-an experinments, students will faarn
io ideneify and analvze software valmerabilities, implement securs coding praciices, and apply securliy
dexign principles in building robust enterprise applications. Emphasis is placed on ensuring securs
coding techniques, defending against commaon attacks, and managing server resorrces gffeciively

List ol Experim ents

I, Identifying and Analyzing Software Vulnerabil ities
2, Implementing Secure Coding Practices

3. Security Testing and Quality Assurance

4, Security Design Principles

3. Desizning a Distributed N-Tier Application

6. Database Design for Enterprise Applications

7. Developing Components in an Enterprise System

% Implementing and Integrating Enteeprise Application Services

9. Presenting a Multi-Tier Software Solution

10, Designing and Implementing 8 Directory-Based Server [nfrasrructure
[1. Monioring Server Resources for Availability and Reliability

12, Installing and Administering Metwork Services

13, Web and Email Server Setup

14, Managing and Troubleshooting Metwork Sarvices

15, Preventing SCIL Injection Atimcks

16. Defending Web Applications from Commen Attacks

17. Hondling Insecure Exceptions and Error Messagss

I8 Securs Mobike Application Development

19, Web Application Security Testing and Mitigation

Course Dutcomes: [

. Analyze and identify software vulnerabilities, applying secure coding practices (o preven comaan
FeCurity rivks.

2. Design and implenent secure enterprise applications, including distributed multi-tier sypstems and
irfegraring application services Wirth o focks on securify.

i Marage network services, mowitor server reseurces for avallobiliey and reliobility. and ensure
xecure configivation of servers and network services

4. Test and mitigate security vilnerabilities in web applications and mabile applications. focusing on
defending against SQU. injections and other comman affacks,
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Course Tith Biemetrics Lab

I:_Tuum.- Code: MCSELALIZ4 Examination Scheme

Tnhl mumber of Lecture Hours: S0 FIHTIW-I kI
Internal 14

Lecture (L) [0 [ Practical (F) | 4 | Tutorial (T) [ 0 | TotalCredits |2

Course Objectives: The aim of the courte is fo provide hands-on experience with various biametric
modalities and nztem components, enable to develop skills in capturing. processing, fearure extraction,
matching, and evaluation of biometric data

List al Experiments

|, Demonstration of hasic biometric system components: sensor, feature extractor, matcher, database,
decision moduls,

2. Capuring, pre-processing, and matching fingerprints

3. Study of fingerprint feature extraction (minutiae detection).

4, Implement face detection and recognition using OpenCV ar similar tools.

3. Feamre extraction using Eigenfaces or Local Binary Patterns (LBF).

6. Implement a bagic iris matching algorithm.

7. Woice verification using dynamic time warping (DTW).

8. Caplure palmprints and extract region of interest (RO} feamres.

0. Calculate and interpret False Acceptance Rate (FAR), False Rejection Rate (FRER ), and Equal

Error Rate (EER) for a given biometric system,

10. Apply basic siatistical technigques (mean, standard deviation, ROC curves} on hiomatric datasets.
*This ix only a suggested list of experimants'simulations. The fnstructar is encouraged to
Jamiliarize students with additional relevant exércizes.

Recommended Books:

‘Course Outcomes:
1. Undersiand various biometric modglities (Tngerpeind, foce, iris, woice, fand geometry, palarprin,
and signature) through proctical implementation and feature exiraciion fechaigques,
2. Evalwate bismelric anthenticarion systems by opplving maiching elgorithms and  analyzing
performance meiricy fike FAR, FER, and EER.
X Apply stasistical analysis and dotobave managemens technigues for storing, securing, ond

interpreting biometric dara
4. Address real-world authentication and security chellenges in sectors such as healtheare and
poveramant.
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Course Title: Mext {iuerlltinrl Metworks Lab

Course Code: MCSELAMI24 _ [ Examination Scheme

Total Numher of Practical Hours: 48 Externnl i
Internal i

Lecture (L} | 0 [ Practical (F) | 4 [Tutorial (1) |0 | Total Credits (3 ]

Course (bjectives
To imroduce the fiundamental concepts relévant o internerworking, design issues, simulalions and
performance evaluation af different protocols under diverse Foenaries.

List of Experiments

i, Introduction o Network Simulacors.

2. Experimental study of varisus pratocols cperating at fiverse layers using packet sniffers,
3. Experiments with packer sniffers o study the behaviour of varous protocols.

. Introduction 10 NS2 or N53, small simulation exescises in M52 or M5,

3, Experiments in network simulators o study various protocols

%, Seting up 1P networks and evaluation of QoS in different situations.

7. Socket programming in high level languages. '

8. Introduction of SDM Controllers and mininet.

*This ix ownly @ seggested fist af experimenis/simulations, The instructor Is encouraged fo fomiliaeize
studenis with additional relevant exercises. '

Course Lesrning Oufcomes:
i CLOI Demmistrate the use aof network simedators (NS2/INS3), packe! griffers, and SON iools {Miininer,
Controllers) for studving network protocols, (Apply, Undersiend) '
2. CLO2 Analyvze the behavior and performance of profocols aoross different nefwork lapers HEIng
simudation and traffic mentoring toals. (Analyze, Evaluale)
I CLO3: hmplement socket prograpuning and simidaiior srercites io understand communicafion and
Duality of Service (QeS) in [P netwarks. {Apply, Analyzel
4 CLO4: Design and evaluate networking ecperimentsiprojects integrating simndators, Jol
megsrements, and SDON concepls far mexi-genarotion nefworking challenges. {Apply, Creste,

Fvalunie}
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Course Title: Graph Theory Lab

Course Code; MCSELANI24 Examination Scheme

Tnlﬁﬂ wmber of Lecture Hours: 50 Exiernal E
Interual 14

Lecture (L) |0 [Practical (P} [4 | Tutorial (1) | 0 | Total Credits | 2

Course Objectives

I, Te provide hands-on experience in impleménting bosic graph data structures and froversal
migorithms,

} To apply graph theory algorithms jo resloworld applicetions such as nerwork onalysic ond
opEimrizadion,

1. To undersiand graph properties and probiem-solving through progrannming exercies

4. To enabfe analysis af farge graphs wsing lools ke NetwarkX, Gephi, or similar

List of Experiments

[mplement graph répresentations: adjacency matrix and adjacency list

Wrile a program for Depth First Search (DFS) and Breadth First Search (BFS).
Detect cyeles in undirected and directed graphs,

Implement Prm®s and Kruskal's algorithms for Minimum Spanning Tree
Implement Dijkstra’s and Bellman-Ford algorithms For shortest path

Check il a graph is hipartite using BFS.

Solve the graph coloring problem wsing backtracking or greedy algonihm.
Implement Floyd-Warshall algorithm for all-pairs shoriest paths.

Implement Ford-Fulkerson algorithm for -"-'Ia:l-:lmum Flow in a network.

H:I Implement matching aleorithms in bipartite _g:'apha {e.g., Hungarian Algorithm).

= - T

il fs ondy o sugeested lse of experinemissimelations. The insireeior i3 encearaged fo familiarize
students with additional relevans exeroises,

Course Dutcomes:

I Develop and implement graph data structures ond raversal algovithms.
2. Apply graph algorithms fo selve opiimization and network probiems.

3. Analyze and Interprel graph properties wsing programming anal fools

4. Lltifize graph theory for peactical, real-world data analysis.
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PROGRAM ELECTIVE-LI & IV



Course Title: Data Visnalisation

Course Code: MCSEDAAZ2Z4 | | Examination Scheme
Total Number of Lecture Hours: 50 | External Tz
Linternal 25

Lecture (L) | 4] Practical(P) | 0] Tutorial (T) [0 ] Total Credits | 4

Course Objectives

« To introduce fundamental principles of visual perception, Gestalt laws, and their rale in visualization
design and inferprefation.

« To develop skills i designing, Implemeniing, and evaluating effeciive data visualizations, with empnasis
an viswal mapping, iateraction, end minimizing formation averiad

« To provide technigues far viswalizing complex dala bipes. including volumetric, veclor, and geographic

informalion
» To familiarize snadents with emerging prends, fechnologies, and innovations in data Vvt iz
Course Content Mo, of Teaching Husurs
UNIT 1 10 His E

Intreduction to Visual Perception and Data Representation

Vigual perception fundamentals, Crestalt principles, challenges of information overload, methods of viznal
data representation, visualization reference models, visenl mappings, visual analytics, and design of
visualization applications,

UNIT 2 | 12 Hrs

Vigsuallzation Systems, Interaction Techniques, and Data Types
Classification of visualization systems, interaction techniques (filtering, zooming, linking, brushing), |
visualization of one-, two-, and multi-dimensional data, text and document visualization, visualization of
| groups, trees, graphs, clusters, nerworks, and metaphorical visualization approaches

UNIT 3 | 12 Hrs

Advanced Visualization Technigues

Vienalization of volumeiric data, vector fields, dynamic processes, and simulations, map and geopraphic
informarion visualization, GIS systems, collaborative visualization techniques, and evaluation methods for
visualizations

UNIT 4 | 14 Hrs

Emerging Trends and Data Structures in Visualization
Recent trends in perception and visualization techniques, data stroctures for visualization, immersive

visualization (AR/VR), real-time visualization technologies, and future directions in data wisualization.

Recommendied Books: - !

» Edward B Tufte. "The Visual Display of Quantitative Informalion”, Graphics Press, 2001,

» Colin Ware, "Tnformation Visualization, Percepiion for Design”, Morgan Keufmann, 2043 Tamara
Mirzner, “Fiswalization Analysiz and Design®™, CRC Press, 2014,

s Maithew () Ward, Georges Grinstein, Daniel Keim, "Interactive Dala Visualization. Foymdationg,
Techmigues, and Applications”, CRC Fress, 2013

= Kieran Healy, "Data Fisualizatton: A P'rEEH-!;“ﬁ'i' Introduction”, Princetan University Press, 2018,

Conerse Learning Ouicomes

CLOY: Apply primciples of visual perception and Gestalt theory to create meaningful and infuitive
uisurizarians., |

CLO2: Design and develop interactive and afficiepi data viswalizations for ane-dimen ifenad, melli-
dimensional, and complex datasets.

CLO3: Visunlize specialized data such as volumefric fields, dmamic processes, and geographic
imformation wsing appropriole IEChnigues. |

CLOM: Analyse and adapt to emerging iools, methods, and trends in the fleld of daia visuc Ezation
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Conrse Title: Big Data Analytics

| .
| Course Code: MCSEDABIM

. Examination Scheme
| Total Number of Lecture Hours: 50 ' External T2
' ; Internal I8
! Lecture (L) | 4 | Practical (P) | 0|  Tuterlal{T) e | Total Crediss | 4
Course ODbjectives

|, T introduce the fundamentals of big data and the challenges in data managemer,

2 To enahle students to wse the Hadeop ecosysiem for diseributed data storage and processing.
| 3. To understand big data frameworks such as Apache Spork for real-time processing.
4. Toanalyze structured and unsiruciured dota using big dala fools o alporithns,

Course Content No. of Teaching Hours

UNIT 1 12 Hrs

Introduction to Big Data :
« Introduction to Big Data — Types, Characteristics, and Challenges

»  Traditional vs Big Data Approaches; Big Daja Applications in Real-world Scenarios
| = Introduction to Hadoop Ecosystem - HOFS Architecturs, ¥ ARN, MapReduce Framewark

i UNIT 2 | 12 Hrs

Hadoop and Data Storage

s  HDFS Operations, Blocks, Replication: Data Loading using Sqoop and Flume

s [ata Querying using Hive and Pig; Hands-on MapReduce Programming — Waord Count, Sorting.
Filtering

UNIT 3 | 12 Hrs_

Apache Spark and Heal-time Processing
= Spark Architecturs — RDDs, DAGs, Lazy Evaluation; Spark Core and SOL
= Spark Streaming and Kafka Integration; Performance Tuning and Monitosing in Spark

UNIT 4 [ 14 Hrs

Advanced Big Data Analyfics
= Graph Processing with GraphX: Machine Learning with Spark MLLE
»  Text and Sentiment Analysis; Case Studies: Recommendation Systems, Social Madia Mining

Baroks:
Tom White, Hadoop: The Definitive Guide, O Reilly Media
Vignesh Prajapati, Big Deta Analytics with K and Hadoap, Packt
Matei Zaharia, Learning Spark: Lightning-Fast Big Data Aralysis, O Reilly
Jure Leskovee, Anand Rajaraman, Miming of Massive Datasets, Cambridge University Press
Boris Lublinsky et a., Professional Hadoop Soluitons, Wiley

L P e
aBrs e W e

Course Learning Ouicomes
After completing this course, the students will be able wo:

1. Explain the fundamenial concepts of big data and challenges in handling &

2. Implement Hadoop-based storage and MapReduce-based processing.

3, Analyze large-scale data wing Spart for réal-time and hateh processing,

4. Apply big dara rechnigues for analwics on structured and wnstruciured dil.

5. Evaluate performance of big data solutions in terms of scalability and efficiency.
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Course Tllle Data 'H":r:hnu:.fﬂud [rata Minin

Course Code: MUSEDACZ2A - Examination Scheme
Total Mumber of Lesture Hours: 44 EIIG.I_".I'II:l T
| Internal _!-E

Lecture (L) | 4 | Practical (F) [0 | Tutorial (T) [0 | TotalCrediis | 4

Course Objectives

To undarstand the concepis, architecture, andapplications of Date Warehousing.

To explore the techriguies and tools of Dabs Mining for knowledge discovery.

T laarn methads for dote preprocessing. fravsformanion, and visudization

T'o analyze and implentent elossiflcarion, clustering, and association rde mining atgoritfms.
To evalwale mining resuliy using aifferen metricy ard visaalizanion recmkqoes,

L ofe b ha =

Course Uonbeni Nfﬂil"l‘e&chlng Hours

——m

UNIT 1 1 Hes

®  Introdustion to Date Warehousing =
Architccture and Components. Data Modeling and Star, Snowflake Schemas
ETL Processes, DLAP: Concepis, Types and {Iperations

UNIT 2 | 1zHes

¢ Dae Cleaning, Integration, Transfioemation, ahd Reduction
s Discretization and Concept Higrarchy Generation
| & Assaciation Rule Mining: Apriori, FP-Growth Algorithims
&« Evaluation of Aszocmtson Pallams

UNIT 3 | 12 Hrs

s Classifcation; Decision Treo, Maive Bayes, k-MNM, $VM
Prediction Techniques: Linear & Logistic Regrassion
Model Evaluation Technigues: Confusion Matrix, Precision, Recall, Fi-Score

UNIT 4 | 14 Hrs

s Clustering: k-Means. Hierarchical Clustering, DBESCAN
o Ctlier Detection and Anomaely Mining
*  Web Mining, Text |"|'|1|'||||_£_ njg_lj;g:iuzng_p{_glgja lining In Business and Scientific Domains

Books:

l. "Data Mining: Concepis and Technigues"™, linwei Han, Micheling Kamber, lian Pei Srd
Edition, Morgan Kaufmann [

"Dain Warehousing Fundamentals', Paulraj Penniah, Wilsy

"Mastering Data Mining", Michael J. Berry, Gordon 5. Linoff, Wiley

"Building the Data Warchouse™, W H, Inmon, Wiley

"lntroduetion to Data Mining'™, F'nng—h[mg Tan, M. Steinbach. V. Kumar. Pearson Education

n B Ly g

-E_“uu ree Dutennres:
After successiul completion of the course, the s:udems will e able to:
I Understand the architecture and compeanents of data warehouses

2 Apply date preprocessing aed fransformalion lechnigies for dava mining
3 Analze and implemen classification, clustering, and associaion algorithms
4. Evalume the results of data mining using apgropriate melricy
3. Apply mining techniques fe real-world dotasens using appropriale tools
Level of CLO-PLO Mapping
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Course Tille: Data Scenrity & Access Control

Course Code: MCSEDAD224 ] Examination Scheme
Total Number of Lectare Hours: 48 | External T
| Internal 18
Tecturc(ly | 4| Practical(P) [ 0] Tutorial (T) [0 | Total Credits | 4
Course Objectives

s The objective of the cowrse & fo provide funtdamentals of access conteol lechnigues along with
applicaion areas of aucess comired techniques.

s Analyse the structure and application of RBAC models ard compere them with DAC and MAC aceass
corirol policies.

»  Eramine integrity and security models while iniegrating RBAC into enterprise [T infrasiracires.
Explore smarl card technrology, is security mechaninms, and emerging fremdys fn data securiy

mih"l‘ﬂE-EH‘l‘é‘Hf.

Course Content MNo. of Teaching Hours
UNIT 1 11 Hrs

Introdection to Access Control, Purpose and Fundamentals of access controd, brief history, Policies of Access
Control, Modelz of Access Control, and Mechanisms, Recent trends in access eontrol mechanisms,
Discretionary Access Confrof (DAC). Mon- Discretionary Access Control, Mandalory Access Contral
{MAC). Capabilities and Limitations of Access Control Mechanisms: Access Control List (ACL) and
Limitations, Capability List and Limitations.

UNIT 2 | 12 Hrs
Role-Based Access Control (RBAC) and Limitations, Core RBAC, Higrarchical RBAC, Suatically

Constrained RRAC, Dynamically Constrained RBAC, Limitations of RBAC, Comparing RBAC to DAC
and MAC Access control pelicy. Case study of Role-Based Access Control (REAC) systems-

UNIT 3 [ 12 Hrs

Biba's imtegrity model, Clark-Wilson model, Domain type enforcement model, mapping the enterprise view
to the system view, Role hierarchies- inheritance schemes, hierarchy strustures and inheritance forms, using
o0 in real system Temporzl Constraints in RBAC, MAC AND DAL, Integrating RBAC with enterprise T
infrastruciures; RBAC for WEMSs, RBAC for L}Nl}{ and JAVA environments Case study: Multi-line
Insurance Company. |

UNIT 4 | 14 Hrs i
Gmart Card hased Information Securily, Smart card operating system fundamentals, design and implantation
principles, memory organization, smart card files, file management, atomic operation, smart card data
rransmmission ATR, PPS Security technigues- wser identification, smart card securily, quality assurance and
testing, smari card |ife cycle-5 phases, smart card terminals.
Recent Trends ralated to data security management, vulnerabilities in differen DBMS,
Recommended Books: [
1. Computer Security: Principles and Practice” (4th Edition) by William Stallings and Lawrie Brown
3 Role Based Access Comtrol: David F. Ferraioly, £ Richard Kuhn, Ramaswanty Chandrameull Fecond

Edition

Course Learning Outeomes

CLE - fn this course. the students will be enabled to understand and implement classival modeis and
algorithm

CLO2: They will fearn how 1o analyse the data, idenlfy the problems, and choose the relevanst models and
algorithms fo apply. '

CLO3: They will learn how to analyse the data, ldentify the problems, and choose the relevant models and
atearithms fo apply. i

Level of CLO-PLO Mapping [
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Course Title: Web Analviics & Development

Course Code: MCSEDAFELL4 _ Fxamination Scheme
Total Mum ber of Lecture Hours: 45 Externsl T2
Internal 18
Lecturc(L) | 4 | FPractieal(¥) | 0] Tutorial (1) [0 | Total Credits | 4
Course Ohjectives

I To provide an in-depth understanding of web analytics fools, methodologies, and melrics
1 Toenable students to design and develop interaciive, dynamic, and analyticy-enabled web applleations.
i To imegrate analytical insights into web developmen! for aptimizing user experience ard digital

rtarkeling.
4, To develop the capability lo extract actionable [nsights from web data to suppart Ha iz fon-Raking
Course Content No. of Teaching Hours
UNIT 1 12 Hrs

| Web Fundamentals and Development Basics
HTMLS, 0583, JavaScript, Responsive Design, Client-server architecture, HTTP, HTTPS, and protocois,
Introduction to Content Management Systems (CMS),

UNIT 2 [ 12 Hrs

Server-side Development & Databases
Introduction to backend frameworks (.., Node jsPHP/Python), Connecting to Databases {MySQL.,
MongoDB), RESTI APls and Web Services

UNIT 3 | 12 Hrs

“Web Analytics Concepls
Introduction to Weh Analytics: Definitions, Benefits, Tools, Key Metrics: Page views, sessions, bournee
rate, conversiens, Google Analytics: Account setup, goals, dashboards, Tralfic sources, audience

demographics, behaviour analysis. ‘

UNIT 4 | 12 Hrs

Advanced Web Analytics & Optimization _
Campaizn Tracking: UTM parameters, Email/Ad ¢ampaign analysis, AB Testing and Multiverizie
| Testing, SEQ basics, Keyword Analysis, Google Search Console, Hearmaps and Clickstraam Analysis

Recommended Books:

1. Justin Cadromi, Google Analytics. O'Relily Media

2 Avingsh Kawshik, Web Anglyties 2.0, Sibex.

3 Jon Duckert, HTML and CSS: Design and Ruild Websites, Wiley
4 Robin Nixon, Learning PHP, MySQL & JavaScript, O'Reilly

Course Learning Ouicomes

I Understand fundamental conceprs, key tools, and metrics of web analyiics

2. Apply web development technigues and infegrale aRaiwics soluliions info websites
3. Analyze web traffic dara and generaie actionable insights for business improvemen,
4 Develop analytics-driven web applications aml conduct user behavior analysis.

Level of CLO-PLO Mapping
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Course Title: Knowledge Discovery

Course Code: MCSEDAF224 Examination Scheme
Total Number of Lecture Hours: 48 Esternal 72
Internal 2/
Tecture(l) | 4] Practical(F} | 0 | Tutorial (T) [0 | TotalCredits | 4
Course Objectives

I To introduce the concepts and techniques of data mining and kmowledge discavery

I Toimpart knowledge about preprocessing, cleaning, and frangformation af data for nrining iosks.

1 Todevelop skilfs in variows data mining technigues such a3 elassification, clustering, and astociaiion
Fula mining

4 To enable students o analvze real-world data wing advanced foals and [nterprsl the divcovered
kmowledpe,

Course Contenl MNo. of Teaching Hours
UNIT | 10 Hrs

Introduction and Preprocessing
Introduction to KDD process, Differsnce between data mining and knowledge discovery, Types of data

and patterns, Daia preprocessing: daia cleaning, integration. reduction, transformation, Data warehousing:
DLAP, data cube technology

UNIT 2 | i2 Hrs

Classification and Prediction _
Basic concepts, decision tree induction, Bayesian classification, Rule-hased classification, model

cvaluation and performance metrics, Techniques: k-nearsst neighbor, SWM, ensemble methods (bagaing,
hoosting), Predictive modeling and regression Lechmniques

UNIT 3 | 12 Hrs

Clustering and Associntion Analysis

Cluster analysis; Partitioning methods, hierarchical metheds, density-based methods, Evaluation of
clussering techniques, Association rule mining: Apriori algorithm, FP-Cirowih algorithm, [nterestingness
measures and constraint-based mining |

UNIT 4 ! | 14 Hrs

Advanced Topics and Applications ,
Web mining. spatial mining, text and multimedia mining, Mining social petwark data, Privacy preserving
data mining. Case studies in retail, health, finance, and bioinformatics

Recommended Books: .

1 Sawel ian, Micheling Kamber, and Jian Pei, ['Data Mining: Concepts and Technigues. ™ Morgan
Kefmanm, |

Pang-Ning Tan, Michae! Sreinbach, and Fipin Kumar, "Inirodiction io Data Mining, " Pearson
Arun K. Pujari. “Data Mindng Technigues," Uiversities Press.

Tan H Wirtan, Ethe Frank, and Mark A, Hall, "Dawa Miring: Practical Machine Learning Tools and
Technigues," Morgan Kaufmae,

B e e

Course Learning Outcomes

I. Undarstard the foundational comeepts of data miniag and knowledge discovery processes.

2. Apply dara preprocessing rechnigues to prepare dati for analysis,

3. Dhesien and implemen data mining afgoritms for classification, elustering, and association rule mining,
4, Evaiuae and interpret the reswlis jrom real-werld data mining applications

Level of CLO-PLO Mapping
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Course Title: Introduction to Deep Learning

real-time applicarions and examing the case studies of deep learming lechmiques.

Course Code; MCSEDAG224 [ Examination Scheme
Total Number of Lecture Hours: 48 External T2

Internal 18
Lecture (L} [4]  Practical(P) | 0 | Tutorial (T) [0 | Total Credits | 4
Course Ohjectives

To present the mathematical, siatistical and computational challenges of building newral nefworks and
stiady the concipis of deep learning to enable the stiudents to knaw deep learning techniques fo sipport

Course Content MNo. of Teaching Hours

TUNIT 1 12 Hrs

Principles of ANN design, Basic network struciure, Perceptron’s input-output principles, Feediorward
neural petworks - deep model, Output units and hidden units. Backpropagation algorithm: Cradient Descent
(G0, Momentum-based G, Mesterov Accelerated GD, Stochastic GD.

Vanishing gradient problem, Mew optimization methods: Adagrad, Adadelts, RMSprop, Adam

UNIT 2 | 12 Hrs

Training deep models: Hyperparameters and validation sets, Cross-validation, Overfitting and underfitting,
Bias vs variance trade-off, Regularization methods) Dropout, Batch Normalization, Early stopping |
Auvtoencoders and relation to PCA, Regularizaton in autoencoders, Denoising gutoencodars, Sparse
autoencoders, Greedy Layerwise Pre-training, Batter activation functions & weight initialization methods,
Batch Mormalization '

UNIT 3 | 12 Hrs

Convolution operation, Pooling layers, Regularization in CNNs, Architectural averview of CMMs, Layers,
filters, parameter sharing. Popular CHM architectures: AlexMNet, VOGiNet, GoopleMet, ResMet

-

UNIT 4 . | 12 Hrs

Sequence learning with neural networks, Unrolling the recurrence, Training RNMNs - Backpropagation
Through Time (BPTT), Long Short-Term Memory (LSTM), Bidirectional LSTM, Gated Recurrent Units
(GRLN. Encoder-decoder sequence-to-sequence architectura, Attention mechanism, Attention mechanism

over images. Introduction 1o unsupervised training of newral networks: Restricted Boltzmann Machines.

Recommended Books:
1. Deng & Yu, Deep Learning: Methods and Applications, Mow Publishers, 2013
2. lan Goodfellow, Yoshua Bengie, Aaron Courville, Deep Leaming, MIT Press, 2016,
3. Michael Nielsen, Meural Networks and Deep Leamning, Determination Press, 2015,
4, Hands—Cmn Machine Leaming with Scikit-Learn and TensorFlow 2e: Concepts, Tools, and Techniques

1o Build Intellipant Systems by Aurelien Gergr
Course Learning Ouleomes: ) _

1. Explain the fundamental conceprs of artificial newral networks (ANNs), including percepirans,
[feediorward nenworks, hackpropagation, and cptimizatipn technigues such as grodient descent and
Adawm optinizer,

2. Apply deep learning technigues such as dropout, batch rormalizarion, and regularizeation to design,
traie, and aptimize neural network models while addragsing (seues like overfiniing, vanishing
gradiewnis, and hyperparameter tumng

3. Analyze and implement various degp learning architectures including CNNg and RNNs (LSTM, GRU),
alfentinn mechanisms, and encoder-decoder|modals for tasks imvalving images, sequences, and lime-
series data,

4, Evaluate machine learning models wsing cross-validation, ensembly methods, and clustering
algorithes, and demonstrate wndersianding of advanced topies like reinforcement learning, PCA,
generative models, and Bayesian inference. |
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Course Title: Pattern Rtl:n;nill{m

Course Code: MCSEDAH214 Examination Scheme
Total Number of Lecture Houwrs: 48 External T2
Internal 18 i
Lectare (L) [ 4 | Practical () 10 | Tutorial (T} [0 | Total Credits [ 4
Course Dbjectives
s Tointrodice baste concepts of probability, randam proceésses, and linear algebra relevant o pottern
FeCEERinion.

« T study Boyes decision theory and statistical srethods for parameter Esfimation.
To understand clustering, wnsupervised fearning techrigues, and sequential patlern recogninion mindels

{itee [IMMs.
s Toaxplore dimensionality reduction echmigues, discrimbaani functions, and non-meric classification
| methods.

Course Contenl No. of Teaching Hours

UNIT 1 12 Hrs

Basics of Probability. Random Processes and Lincar Algebra: Probability: independence of cvents,
conditional and joint probebility, Bayes' theorem; Random Processes. Stationary and non-stationary
processes, Expectation, Autocorrelation, Cross-Correlation, spectra; Linear Algebra: Inner product, outer
product, inverses, eigen values, eigen Veclors. '

UNIT 2 [ 12 Hrs

Bayes Decision Theory: Minimum-error-rate clazsification, Classifiers, Discriminant functions,

Decigion surfaces, Normal density and discriminant functions, discrete features

Parameter Estimation Methads: Maximum-Likelihood estimation: Uaussian cise; Meaximum a Posterior
estimation; Bayesian estimation: Gaussian CAse

UNIT 3 | 12 Hrs

Unsupervised learning and clustering: Criterion functions for clustering; Algorithms for clustening: K-
Means. Hierarchical and other methods; Cluster validation; Gaussian mixture models; Expectation-
Maximization method for parameter esfimation; Maximum eatropy sstmation

Sequential Pattern Recognition: Hidden Markov Models {HMMs); Discrete HMMz; Continuous HivMs
Nonparametric techniques for density estimation: Parzen-window method; K-Mearest Neighbour methad

UNIT4 | [ 12 Hrs

Dimensionality reduction; Fisher discriminant analysis; Principal component analysis; Factor Analysis
Linear discriminant functions: Ciradient descent procedures; Perceptron; Support vector machines
Non-metric methods for pattemn classification: Neh-numeric data or nominal data; Decision trees: CART

Recommended Books:
I. Devi V.5, Murty, ¥L.N, (201 1) Pattern Becognition: An Introduction, Universities Prass, Hvderabad.

2. R.0). Duda, P.E. Hartand D.G. Stork, Pattern Classification, John Wiley, 2001
3, Saatistical Pamarn Recognition; K. Fukunaga: AcademicPress, 2000

4. 5 Theodoridis and 1. Koutroumbas, Panem Recognition, 4thEd., AcademicPress.2009.

Course Learning (uicomes: y -

i Dinderstand fundamental concepts of probabilily, random processes, and linear algebra for patfern
recogrition tasks,

2. Apply Bayes Decision Theory and statisticel parameter esiimation for designing classifiers.

1. Design and implement clustering algorithms, Hidden Marko Models (HMMs), and nonparametric
denginy estimation mefhods.

4. Apply dimensionality reduction technigues and construct classifiers uiing linear and non-metric
methods like decision trees and SV,
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T ' Course Title: Intrusion Detection |

Course Code: MCSEDAT2LY = Framination Scheme
Total Number of Leeture Hours: 50 ~ External [ 7L
. Internal | b1

Deciore (1) | 4] Practical (P) [ 0 Tutarial (T) [0 [ TotalCredits | 4

Course Objeclives

e Tounderstand the fosndatipnal concepts of compuier and netweork securlty, including threal landscapes
gid limitations of security sodurtons,

o To examime various classes of cyber-gtiacks acrpss nenwork, application, and human lgyers and
undersrand the differani tppes af miackers,

o Toexplore anomaly detection spstems and algorithms, focusing on retwark and fosi-based ancoraly
deigetion fechnigues,

e Tp analyze odvanced malware detection methods. imcluding attack frees, botnet mutopsy, polymorphism,
and sera-day threeat detection,

Conrse Content Mo. of Teaching Hours
UNIT 1 12 Hrs

“The state of threats against computers, and networked syitams-Overview of computer security solutiona

and why they fil-vulnerability assessmant, firewalls, VPM's -Overview of [ntrusion Dretection and

Iftrusion Prevention

UNIT 2 | 12 Hrs
Classes of anacks « Metwork layer: scans, denial of service. -Application layer: software expleits, code
injection-Human layer: identicy thefi, Hesitated groups-Automated: Drones, Worms, Wiruses
# Greneral 105 model and texongmy, Signature-based Solutions, Snort, Snont nules, Evalugtion of 1T¥S,
Cost sensitive 1DS

UNIT 3 | 12 Hrs
Anomaly Detection Systems and Algorithms-MNetwork Behavier Based Anomaly Detectors {rate based)-
Hest-based Anomaly Detectors-Softwarne Vulnerahilities Stue rransition, Immunology, Payload Ancmaly
Cietection

UNIT 4 | 14 Hrs
Attack rees and Correlation of alers-Autopsy of Womms and Bomets-Malware detection-Obfuscation,
polymorphism, Email/IM security issues-Viruses/Spam-From signatures to thumbprints (o zera day
detection-Insider Threat issues-Taxonomy-Masquerade and Im persenalion

Recommended Books:
I Crimeware, Understanding New Attacks and Defenyes, Markus Jokobzson and Zulfikor Romzan,
Spmanitec Press, ISON: DFE.032]-50705-0 2008
3. The Art of Computer Virus Research and Defense. Peter Sror, Symantec Press ISBN 0-321 i0343-3

Course Culeames

e CLOT: Demorsieate an understanding of the pripary threals (0 compiier aord nenvork systems and
thie fimnirarions of curegnrl gecurity mepsuees

o CLOZ: [dentify and classify varisus types of ppber-atiacks g arrackers across differens Tayers,
including network, application, and human e,
CLEd: Apply anomaly detection technigues fo recogrize abnormal behavier in network and sl Spsiems.
CLO4: Anafyze and evaluale malware detection strategies, including signature and hehavioral-
Based methods, for defending against advanced ond zero-day thredrs.
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Course Title: Data Encryption & Cam pression

=

Course Code: MOCSEDAJZZE _ Examination Scheme

Total Number of Lecture Hours: 48 E:t_ernnt § T2 )
Internnl e

Lecture (L) | 4 ] Practical {P) [0 7 Tutorial (T} [0 [ Total Credits | 4

Course [bjectives

s [Inteoduce students 1o the fundamental concepis of encryplion, decryplion, eryptographic algorithms,
gnd security protocols.

& Teach students how symmetric and asymmetsic encryption methods woek, and when each is applied in
real-world systems.

e [nireduce students to hash functions, digital signatures, and their role in data security.

e Provide knowledze about various data compression techniques and how they are used o reduce daga
size without lesing information.

o Understand advanced encryption schemes and modern cryptographic pratocols such as RSA, AES, and
their usage in secure communication

Couarse Content | No. of Teaching Hours

UNIT 1 | 12 Hrs

Histoey of encryption techniques, and the evolution of cryptographic systems. Encryption, decryption,
keys, cipheér-text, plaintext, eryptanalysis, etc. Types of Crypographic Systems: Symmetric key
encryption, asymmetric key encryption and their applications. Cryplographic Services: Confidentiality.
integrity, authentication, and non-repudiation. |

UNIT 2 : | 12 Hrs

Overview of Symmetric Encryption: Block ciphers, siream ciphers, key management, Data Encryption
Standard (DES): Algorithm design, encryption and decryption, weaknesses of DES. Advanced Encryption
Standard (AES): AES algerithm, key expansion, rounds, and i applications in modern cryptography.

UNIT 3 | 12 Hrs

Public Key Cryptography and Message Authentication: Approaches to Message Authentication, SHA-1,
MDD, Public-Key Cryptography Principles, RSA. Hash Function and Dhigital Signatures, Diffie-Hellman
key exchangs and its significance. Introduction w0 Key Manggement and Distribution, Symmetric key
distribution, Public key distribution. X.309 Cenificates. Public key Infrastructure. SSLITLS protocol,
HTTPS. [

LMIT 4 [ | ~ IZHrs

I

Meed for datn comprassion, Fundamental concept of data com prassion & ¢oding, Communication madel,
Compression ratio, Requirements of data compression, Classification, Basic encoding {Fun-Length
Encoding), applications in image and fext cumpresslian. Methods of Data Compression; Data compression-
Loas less & Lossy compression.

Recommended Books:
[ Srallings, William Crplogeopiy & Neheord .‘Err.'urél':l-'. Principles & Proctice. Tik ed., Mearson, 2617,
2 Pagr, Chriziof and Jan Pelzl Undersianding| Crypography: A Textbook for Srdents and

Procpiploners. 2nd ed, Spetiges, 2000
3. Salamion, Dovid Dars Campression: The Complere Bajoronce. Jth ol Springer. J07.

Couree Dutcomes:
CLOT: Pemonsirate an wrdeestanding of the core coneagts of cryplography, including symmelric amd afymmeleic
sncevption, key monagement, and crypiagraphic profodols.

CLOP Undersiand the concepl of hagh functions, implement them, and apply them in digital signatures and
dlata fnregrity checks.

CLOT: Undersrard and apply oryptographic protecols steh ox SSLTLS for secure commionica!ion

CLd: Lise varions data compression al goritung ke rup-length encoding fo redice data size.
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Course Tithe: Steganography & Digital Watermarking

Course Code: MCSEDARKZI Examination Scheme

Totul Mumber of Lecture Hours: 48 External T2
Imtermal 8

| Lecture (L) (4] Practieal (P} [ 0]  Tutorial () | 0 | TotalCredits | 4

Course Ohbjectlves: The aim of the course iz give g comprehensive understanding af the principles,
methods, and fechnigues for securely hiding and detgciing information within digital media such as fexy,
images, audio, and video The course alia focuses on fleganalysis 1o defect hiddan information and assess
spriem robusiness against varlons attacks.

Course Content Mo, of Teaching Howrs

UMNIT | 12 Hrs

Stezanography: Overview, History, Methods for hiding {text, images, audio, video, speech etc.}, Isswes:
Security, Copacity and [mperceptibility, Steganalysis; Active and Malicious Attackers, Active and passive
steganalyiis.

UMNIT 2 | 12 Hrs

Frameworks for secret communication (pure Steganography, secret key, public Key steganography),
Steganography alporithms (adaptive and non-adagtive],

LNIT 3 1T Hrs

'speg,iungmphy techniques: Substitution systems, Spatial Doemain, Transform domain techniques, Spread
specirum, Statistical steganography, Cover Generation and cover selection, Toeols: EzStego, FF Encode,
Hide 4 PGP, Hide and Sesk, 5 Tools ete.)

UNIT 4 ' | 12 Hrs

Detection, Distortion, Techniques: LSB Embedding, LS6 Steganalysis using primary sets, Texture based,
analyze texture patterns o identify inconsistencies that may indicate hidden data. Intentional distortiomn,
detection of distortion,

Recommended Books:

I, Peter Woyner, Disappearing Crpprography=liformarion Hidigg: Sreganography & Watermarking ™,
Margan Kaufmann Publishers, New Vork, 2002

2 Ingemar J Cox, Matthew L. Miller, Jeffrey 4. Bloom, Jessica Fridrich, TonKalker, Digital
Watermarkimg & Steganography”, Margan Kafmann Publishers, New York, 20085

1 Information Hiding: Steganography and Wetarmarking-Attacks and Countermensures by Nedl F
Johuson, ZoranDurle, Sushiltajodia

4. Informarien  fiding  Techaigues for  Srepanography end Digital Warermareking by Srafon
Katzenbeisser, Fabien A. P, Petitcolas, '

Course Duteomes:

I.  Understand the fundamental privciples of steganography and steganalysis, including historicol
development, matheds for hiding informarion across different media amd iusues related fo security,
capacity, and imperceplibifity

1 Analyze and nw.l'_r different fromewarks and a'.l'gﬂ.rr'.r.hm.r_ll"nr secrel pommunicoalion, Jm:.l'u::l'r'r:l_g Jre
Ateganagrapky, secret Rey, and pebilc fep merkads.

Y Design and implemenrt steganagraphic DEtams bing siebstiririon sperams, sharial ahd transform
domain technigues, spread specirum, and statislical merthods.

4. Evaluate and detect hidden informarion by applying advanced detection methods sweh as LSR
embedding and steganalysis wxing primary sefs and texture-based analysis, and assers the robustness
af sfepanagraphic systems undar disioriion armapks,
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Course Title: Information Theory and Coding

Course Code: MCSEDALZ2d | Examination Scheme
Tatal Mumber of Lecture Hoors: 50 & External 72
Internal _13 ]
Lecture (L) (3] Proctieal (F) | 0] Tutorial (T) [0 Total Credits | 4

Coarse Objectives [

»  Fundamentals of Information Theory: To introduce the foundational principles of information theory, ineduding
entropy, mutiwad informalion, ard Shamman 's eﬁeﬂrsm.lk. and to pnderstand their relevanes i commpricalion
EPFtEms, _

« Source and Clannel Coding: To develop a desp wnderstanding of source coding for data compression and
ehannel coding for error detection and correciion, exploring both theoretical concepts and practical
fmpllmenrﬂiiﬂrﬂ'.

o Error Correction ard Coding Teclinifues: To scplorg coding schemes, and thelr applicarions.

= Applications of Informeation Théory: To examine the ;:ijpnric.cdr'.::l.m o ingformat o teeory (e areay such oy
eryplography, date compression, wireless communications, and machine learning, amphasizing
reclaworld prablem-soling.

Course Coptent Nao, of Teaching Hours

LNIT 1 1T Hrs

Fupdamentals of Information Theory, Entrapy, Joint and Conditional Entropy, Mutual Information, Shannon's
Thearems, Information Channels, Channel Capacity

__UNIT2 | 12 Hrs

Lossless Source Coding, Hu (Fman Coding, Arithmetic C-l:iding, Lossy Source Coding, Rate-Dristortion Theory

UNIT 3 | 12 Hrs

Error Detection and Correction Codes, Linsar Block E‘-ud:s Hamming Codes, Cyclic Codes,
Convolutional Codes, Error Detection Codes {Parity, Checksums, CRC),

UNIT 4 | 14 Hrs

Applications of Information Theory in Cryptography, Data Compression, Wireless Communications, and Machine
Leamning

Recommended Books: |

! Elements of Information Theory, Thomas M. Cover and Joy A. Thomas, Wiley-Interscience, [SBN: 975-0-471-
24195-9, 2004 |

2 Information Theory, Inference, and Lzaming Algorithms, David 1.C. MacKay, Cambridge University Press, |
1SBMN; 9T8-0-521-64298-9, 2003,

1 A First Course in Information Theory, Raymond W, Yeung, Springer, [SBN: 974-0-387-T3910-1, 2006

4 Error Control Coding: Fundamentals and Applications, Shu Lin and Daniel ). Costello, Pearson, [SBN: 978-0- 13-
28ITRE-A, 2

Coorse Outeomes
CLOY: Demonsrare a sofid wnderstamding of key Informaeiion theory concepts, incfuding emiropy, mutual]
information, and channel capacity, and apply Shannon's theorems to analyze communicarion chanmels,

CLO2: Apply lossieis and loxsy sowrce coding rechmiques, swekh g Muffman and arithereiic coding, (0 compress
date and gnolyze ratesdisforrion frade-offs in lossy coding scemarios.

CLOZ: Design and implement ervor-correcting codes) including Hamaring, cvclic, and convolutional codes, for
gffective error defection and correction in communication systems.

oM Evalvare mnd apply frjormation theery principles in cryplography, data compression, wireless
comimpntcation, and machine learning, effectively addressing realoworld problems in these fields

Level of CLO-PLO Mapping
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[ Course Title: Security ARscssmen! & Risk Analysis

Course Code: MUSEDAMI24 B Examination Scheme
Total Number of Lecture Hoors: 50 External 1.
- Internal 15

Lecture (L) | 4 [ Practical (P) | 0 | Tutarial (T) | 0 ] ToulCredits | 4

Course Objectives

»  Descrife the concepds of risk management

*  Define and differentiate varizus Cortingency Ffd;rw'ng COMDORERTS

 Integrate the [RP, DRP, & BCP plans into a coberent strategy to suppori susiained organizational
aperaliiae,

o Dejfine and be able ro discuss incident response| options, and design an facident Response Plan for
susiained orgamizativnal gperalions.

Crourse Conlent o No. of Teaching Hours
UMNIT 1 Security Basics and Operation Security 10 Hrs

Information Security {INFOSEC) Overview: critical information characteristics — avuilability information
slates — processing sceurity counter measures education, training and awareness, ceitical information
characieristics — c:u:nnfd:mmllr;.r eritical information characteristics — integrity, information states - storage,
information states — transmission, security counter measures policy, procedures and praciices, threats,
vulnerabilities. Operations Security (OPSEC): OPSEC surveys/OPSEC planning INFOSEC: computer
security — audit, cryptography encryption {e.g., poipt 1o paint, network, link), cryptography key
manzgement (1o include electronic key ), crg,-pmgmphw strength (2.3, complaxily, secrecy, characieristics
af the key).

LUNIT 2 Threats to and \I’ulnemhlhtlcsnF"f-}HEmt | 12 Hirs

Definition of terms (2.8, threats, valnerabilities, risk), major categories of threats (¢.g., frand, Hostile
Intelligence Service (HOIS), malicious logle, hackers, environmental and technological hazards,
dizgruntled employees, careless employees, HUMINT, and monitoring), threat impact areas,
Countermeasures: assesaments (e g, surveys, inspections), Concepts of Risk Managemeni: consequences
(e.g., corrective action, risk assessment), cost/benefit analysis of controls, implementation of cost effective
controls, moniloring the efficiency and el’ﬂ:ctwenﬂﬁ of controls (e.g,, unauthorized or inadvertent
diselosure of information), threat and vulperability| assessment

UNIT 3 Security Planaing| | 11 Hrs

Directives and procedures for policy mechanism, Kisk Managemeni: acceptance of risk (accreditation),
corrective actions information identification, risk apalysis and'or vulnerability assessment components,
risk analysis results evalustion, reles and mspnn;iﬁllil‘ics af all the players in the risk analysis process,
Contingency Planning/Disaster Recovery: ageney response procedures and continuity of operations,
continzency plan components, determination of bagkup requirements, development of plans for recovery
actions after a disruptive event, development of procedures for offsite processing, emergency destruction
procedures, guidelines for determining critical and essential work load, team member responsibilities in
responding o an emergency siluation

UNIT 4 Falicies and Procedures [ M Hrs

Physical Seeurity Measures: alarms, I:u.llldmg cons{ruction, eabling. communications centre,
envirenmental contrals (humidity and air conditioning). filtered power, physical access contral syitems
ikey eards, locks and alarms) Personnel Szcurity Practices and Procedures: access
authorization/verification (needtoknow), conlractors, emploves ¢learances, position sensitivity, security
raining and awareness, systems maintemance personnel, Administrative Security Procedural Controfs:
artribution, copyright protection end licensing , Auditing and Monitoring: conducting secunty reviews,
effectiveness of security programs, investigation of security breaches, privacy review of accountability
contrals, review of audic trails and kogs

Recommended Books:
I Securiny Risk Manapement: Bullding an information Security Risk Maragement Program, Evat
Wheeler, Elsevier, 15t Edition (2011}

2 Principles of Incldent Responze and Disaster Recovery, Whitman & Matterd, Course Technrlogy
ISRN: T4 1863663X




E

[ Course Outeomes
L0 - Capable of recommending comlingency strategies incheding data hackup and recovery and

alternare site sefection for business resinption planning

CLO2: Skilled 1o be able to describe the escalation process fram incident to disaster in caye of securiny
aisaster

CLOE: Capable of Designing a Disaster Recovery Plan for susiained arganizational aperallons

CLOS: Capoble of Designing a Business Contimyity Plan for susfained arganizational operalions

Level of CLO-PLO Mapping

PLOs
CLOD -
< : 3 1 5 & 7 8 a T 1 12
1 2 ) 3 2 % 2 1 i 1 2 2 2
] 2 2 2 2 2 T | 2 1 2 ] 3
3 3 3 3 3 1 3 I | I 5 2 |
4 3 1 ¥ | 3 3 . s ) I 2 3 3
|
[
-III Ir |I
§ a 4 3 '||r-_. ¥ II_ k § y
'.:l"'l'.n'.-i-,. R, Il"r E| I-] i Y .-ill- 1 i '-' 1 i
] : ! Y 1i' 3 ‘tﬂ/!i'" | .




Course Title: Secure Coding

Course Code: MUSEDAN2ZA Examination Scheme
Total Number of Lecture Hours: 48 External | 71
Internal | I8

Lecture (L) | 4 | Practical (') | 0] Tutarial (T) 1) Total Credits | 4

Course Objeclives

I To understand conneon security vulnerabilities in sofiware and coding praclices that lead to them

2 To stwdy secure coding principles, defansive programmirg, and inpul validation technigues.

3 To explove language-specific vilnerabilities anel sécure coding practices in CAC+H+, Java, and Py
4 To introdee threat modeling and secure software development lifecycle (SSDLC).

[T i
Course Content No. ‘}Hn:::hlﬂﬂ
UNIT 1 . o

Software Security Fundamentals
Sccurily in the software lifecvele Commaon software vulnerabilities: buffer overflows, input validasion,

command injectien, Secure software developmenl practices, [ntroduction o CWE {Common Weakness

Enumeration) and CYE {Comman Vulnerabilities and Exposures)
) UNIT 2 [ 12 Hrs

Secure Propramming in CAC+ and Java

Buffer averflows, stack smashing, integer overtiows, Memory safety: use-after-free, double fres, Secure

cading in Java: avoiding serialization flaws, input validation, Exception handling and secure use of AP[s

UNIT 3 | 12 Hrs

Web and Database Security

Input validation and sanitization, Prewenting Cross-site scripting (X33], Cross-5ite roquest forgery
(CSRF), and SOL injection, Session management and authentication Maws, Secure file handling and
configuration

UNIT 4 | 14 Hrs

" Secure SDLC and Advanced Topics

Threat modeling and risk assessment, Statie and dymamic code analysis, Secure design principles and
secure code review, Overview of tools: SonarQube, Coverity, Fortify, Case studies of real-warld
vulnerabilitizs

Recommended Books
{ "Secure Coding in Cand C+5"" - Roberr O Seacord, Pearson Educallon
2 “The Web Application Hacker's Handbook™ — Dufidd Switard, Marcis Pinto
i “Writing Secure Code" — Michael Howard, David LeBlanc, Microsoft Press
4. "Computer Securify: Principles ond Practice” - Wiiliam Stallings and Lowrle Brown

Course Dulcomes

A frar successful completion of the course, the student will be able fo:

I Identify commen saftware vulnerabilities and explain how insecure code leads 1o exploifation.

2. Apply secure coding techniques fo prevent vulnerabilities such as buffer overflows, XSS, and SQL
iryeclioi.

3. dmahze and refactor insecure code across different programming languages using secure coding
starmdaeds. [

4. Design secure software using threar modeling, code review, and secure SOLC praciices.

Level of CLO-PLO Mapping
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{ Conrse Title: Network Security —

Course Code:MUSEDAOII4 | Examination Scheme

Total Num ber of Lecture Hours: 44 ' External 54 |
7 Internal 11

Lectare (L} [ 4 [ Practical {F) |0 [ Tutarial (T) [0 | Total Credits 14

Course Objectives

The aim of this course Is to provide background, comprehensive and deep knowledge of security coRcepls
ralgvant to nemworks, Introduce the importance of security algorithms (Confidentiallty, Imegrity,
Authentication, efc) in the modern digital world

B Course Content | No.of Tesching Hours
UNIT 1 | 12 Hrs
Introduction 10 Network Security: security atacks, services and rechanisms,
Basic Concepts: cryptography, stapanography, number theory (Concept of Groups, Rings, Fields, GF{p)
and GF(p"), random numbers, Discrets Logarithm Problem and Prime Factorization
Secret Key Encryption: DES, IDEA, RC4, AES (Rijndacl)
Public key encryption: [iffie-Hellman, RSA, ECC
UNIT 2 | 12 Hrs
Message Authentication Codes: Auhentication requirements, authentication functions, message
authentication code,
Hash Functions: security of hash functions, birthday aftacks, D3, Secure hash algorithms {SHA-1}
Digital Signatures: Digital Signatires, Elzgamal and Schnorr Digital Signature Techniques, Digital
| signature standards (DSS).

UNIT 3 [ 12 Hrs |
Key Management and distribution: Symmelric key distribution, Public key distribution, X309
Certificates, Public key Infrastructure. Basic congepls in group key management Overview of Group key
agreemeant protocals
Authenthcation Applicsiions: Kerberos
| Electronic mail security: pretty good privacy (PGF). S/MIME.

UNIT 4 [ 12 Hrs

IF Security: Architecture, Authentication header, Encapsulating security payloads, combining security
associations, key management, Firewatls
Transport Layer Security: Introduction fo Secure Sockel Layer, TLS, HTTPS
System Security: Idea of Intrusion, Intrusion detection, Intrusion Detection iools.
Recommended Books: '
1. Crvptography and Network Security - William Stallings, Pearson Education
2, Metwork Security — Charlie Kaufman, Radia Periman, Mike Speciner.
1. Applied Cryptography, Protocols, Algorithms, snd Source Code in C, B. Schneicr, Wilsy

Course Outcontes:

I Undarstand the batle mathematical concepts 1o develop security algorithnts

2. Importance of integrity ond signature algorithm and how such algorithms work

5 Key mawagement and distribution in WANs, Ueporiance o cuthenricarion and E-mail security
4, Application af security funciions ar different merworking fayers.

Level of CLO-PLO Mapping
PLOs
CLOs

I 2 3 4 s | & 7 § [ 1 T 12
1 3 3 ] | 1 - < 2 | - 2 ]
Sl m & % [ o & | k| = 1 el - | 1
3 3 3 3 3 2 2 . 1 1 ! 1
(a4 | 2 | 3 3 | 1 R EE | Y | 3




Conrse Title: Data Visualisation Lab

Course Code: MCSELAAZZY Examination Scheme |
Total Number of Lecture Hours: 30 External 36

{ | Internal 14
Lecture (L) [0 [ Praetieal (F) | 4 | Tutorial (T) [0 | Total Credits |2
Course Objectives

s Toiniroduce shadenis 1o the core principles of visual perception. Gesialt principles, and their
application to effective dala visualization design

o Toequip students with the skills necessary fo design and implemint diverse data visualizafions,
feveraging Interaciion lechnlgues and visual mapying stralegies

s T expiors emerping trends, advanced iechnigues, and real-time data visualization technologies 1n
arder o develop innovative visuolizalive applications.

List of Experiments

|, Implement basic visualizations (bar chans, line graphs) using Python {Matplotlib, Seabom) for one-
and multi-dimenzional dotasers.

3 Create visualizations applying Gestalt principles (proximity, similarity, continuity) and analyze their
impact on data interpretation.

3. Develop interactive visualizations using fltering, 200ming, and linking with tools like Tableau or
Plotly for muli-dimensional data.

4. Visualize geographic duta (maps, heatmaps) using tools like GeoPandas or ArcGIS to represent spatial
infarmation effectively.

5. Visualize complex data (volumetric daia, vector fields) using tools like Mavavi or Pargview for
scientific applications.

6. Develop a collaborative system for real-time data interaction and shared visualization views.

7. Create dynamic visualizations that update with live data (e.g., stock market) and explore performance
challenges.

8. Compare visualization methods (scatter plots, heatmaps) and assess their effectivenass for différent data
Lypes,

Course Learning Outcomes:

CLE - Apply visual percepiion principtes and Gesialt laws in designing efficlent and meaningiul data

wlgia [ Telions.

CLO2: Develap and evaluare effective inferactive visualizations using different data types ard interaciion

dechmigiies

CLO3r Visnalize complex datasets, including volwmetric data, GIS date, and dynamic processes, using

advanced fools and rechmigues,

CLOM- Understand and implement emerging trends in data viswalization, including immersive technologies |

ard Feal-fime visualization sysiams
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Course Title: Big Data Analytics Lab

Course Codes MCSELABLZS _E_xnmin:thn sScheme
Tatal Number of Lecture Hours: 30 Exiernal 36
_ Internal 14
L Lecture (L) | 0 | Practical () | 4 | Tutorial (T} [ 0 [ Total Credits |2

i

Course Ohjectives

Hands-on experience in Hadoap ecosysiem Compoes.

2 Practice with Spark-based big data processing.
3,

Budld simple real-time aralytics pipelings.

List of Experiments

b g b g b —

HDFES File Operations and Word Count using MapReduce

Data Loading using Flume and Sqoop

Querying Big Data using Hive(HL

Processing lange datasets with Spark Core and Spark SOL
Real-time data stream processing using Spark Sireaming and Katkn
Senriment analysis using Spark MLIb

Buitdinz 2 Recommendation Engine using collaborative filtering

*This is anly @ suggested list of experimento/Simulations. The dnstractor is enconraged ro familiarize
students with additional relevant exencises.

Course Learning Oulcomes:

After successful completion of the course, the students will be ahle to:
CLOL: Demovestrate HDFS and Hadoop ecosysten usage

CLO2: Perfarm batch and real-time processing using Spark

CLO%: Design and implantent big data analytics wirrkflows

CLOM: Apply maching learning algorithms using
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Course Title: Dats Warehouse and Data Mining Lake

Course Code: MCSELACIZ4 Examination Scheme

Totnl Number of Lecture Hours: 30 Exiernal

30

Ineernal

4

Lecture (L) [0 [ Practical (P) | 4 | Tutorial (T) [0 | Total Credits

| 1

Course Objectives
I, Toimplement data preprocessing and fransformation mrethods.

3 Toevaluate amd visualize mining resulis effectively.

2 To practice dale mining algorithms uzing open-source tools ke Weka, Python

List of Experiments

Data Cleaning and Preprocessing using Pandas
Dimensionality Reduction using PCA
Implementation of Aprieri Algorithm and FP-Growth
Classification using Decision Tree and Naive Bayes
Clustering using k-Means and DBSCAN

Text Classification using NLP

Diala Visualization with Matplotlib and Seaborn
Association Rule Mining using Weka

. Predictive Modeling with Logistic Regression

Motar This is only a suggested list af Experiments

B P e

Course Learning Outcomes:

Afier successful completion of the course, the students will be able to:
CLO: Perform preprocessing and transformation on various datasels.
CLOZ: Implement and evaluate data mining algarithms using tools.
CLO3: Analyze the performance and visualization of mining techmiques.
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Course Title: Data Security & Access Control Lab

Course Code: MCSELAD2I4 Examination Scheme
Total Number of Lecture Hours: 30 External | 36
. Internal | 4
Lecture (L) [0 | Practical (F) | 4 | Tutorial (T} 0 |TotmlCredits |2
List of Experiments

I} Simulate Access Control Lists (ACLs) using Python dictionaries, and ¢compare Discretionary Access
Control {DAC) with Mandatory Aceess Contro] (MAC)

2 Implenvent simple access control policies using Python scripts, and test them with simulated user requests.
3) Simulate Atiribuse-Based Access Control (ABAC) using user attributes in Python, and compare it with
traditional ACL methods,

4y Analyse a real-world access control implementation (... in healthcare or governiment) and prepare a

| brief report on its effectiveness.

5y Davelop u basic Role-Based Access Control (RBAC) system by mapping users, roles, and permissions
using Pyihon.

&) Extend the RBAC system to include role hierarchies and permission inheritance for more efficient nccess
managemant.

7} Compare the behaviour of RBAC, DAC, and MAC models through simple Python simulations and
discuss their respective strengths and weaknesses.

%) Review a case study of a real-world RBAC implementation {e.g., in a banking environment) and
document its kev features in a report.

9y Simulate Biba's integrity model in Pythor.

10} Simutate the Clark-Wilson security model using Python

*This i5 only @ suggested list of experimentesimulations. The lnstructor is encouraged to fomiltorize
students with addittonal relevant exercises.

Computing Resources
» Dperating Systems: Windows, Linux (e.g., Ubuniu)
»  Programming Language: Python
Virtunlization Tools (Optionaly: VirtuelBox or Docker

Course Learning Outcomes:
CLOI- implement and simulate various access control models (DAC, MAC, REAC, ABAC) and securily
mrodels (Biba, Clark-Wilson) ustng Pychon, (Apply, Undersiond)
L2 Analyze and compare the effectivencss, strengths, and limitations of different pecess cowmral
mechanizmy through experiments and simulationg. {Anaiyze, Everlancara)
CLO3: Develop role-basad access conirol systems with extensions such as role higrarchies and
permission inheritance for efficient access managemen!. (Apply, Creare)
CLOM: Investigare and report an raal-world access control implemenialions in domiaing such as
healthcare, barking, and governmeni, highlighting challenges and best pracrices. {Analyze. Evaluare,
Communicaie)
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Course Title: Web Analytics & Development Lab

Course Code: MCSELAE224 Examination Scheme

Total Number of Lecture Hours: 30 | External | 36
[nternal | 14

Lecture(L) [0 ] Practical (F) | 4 | Tutorial (T} [ 0 [ Total Credits |2

Course Objectives

I, Ta impart practical skills for collecting, analyzing, and interpreiing web data using inclustry-
standard tools and technigues.

3 Toenahle students to implement web tracking mechanisms like cookies, session tracking, and
pser hehavior monitoring.

3. To train students in using analytics plaforms such as Google Analytics for deriving acripnable
insights from user iieraction daia.

4 To develop hands-on expertise in creating dashboards and reporis Jor evaluaiing web
performunce and supporiing daia-driven decisions.

List of Experiments

1. Create a basic responsive website using HTML, C88, and JavaScript.

2. Implement form validation and interactivity with JavaScript,

3. Develop & simple web application using & backend framewaork (Node js/PHP).
4. Connect a web application to a database and retrieve data.

5. Setup Google Analytics for a test website.

6, Track website traffic, bounce rate, and user ow.

7. Set goals, create dashboards, and interpret analytics data.

8 Perform A/ testing using Google Optimize.

9. Analyze SEO performance using Google Search Console.

10. Visualize web traffic using heatmap tools (e.g., Hotjar/Clarity).

*This is only @ suggested list of experiments/simulations. The instructor is encowraged to familiarize
students with additional relevant exercises,

| Course Learning Outcomes:

I, Develop and deploy dynamic and responsive web applications

2 Integrate Google Analyiics and ather tools for web tracking

3 Analyze web traffic daia and [nlerpret reports.

4. Perform testing and optimization for lmproving website performance.
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Course Title: Knowledge Discovery Lab

Course Code: MCSELAF2124 Examination Scheme
Total Number of Lecture Hours: 30 | External 36
A Internal 14
; Lecture (L) [0 | Practical (F) | 4 | Tutorial (T) [ 0 [ Total Credits |2

Course Objectives

To praciice data preprocessing fechnigues on real-world daiasers.
o implement and evalwate classification and clustering algoritfons.
To apply association rule mining on trapsactional datasels.

To develop and present a complere knowledge discovery pipeline.

N

List of Experiments

|. Drata cleaning and préprocessing using Python or B

Ied

Implementation of classification algorithms (e.g., Decision Tree, MNaive Bayes).

s

Implermentation of clustering algorithms (e.g., K-Means, DBSCAN).
Association rule mining using Apriori and FP-Growth,

Wab and text mining using open-source tools,

oo s

Mini project: Apply data mining pipeline on a real-world dataset.

strdents with additienal refevami evercises,

*This is only o suggested list of experimenis/simulations, The insirucior is encouraged to familiarize

Course Learning Quicomes:

I. Perform pre-processing and feature selection technigues an dataseds,

2 Build amd evalumte machine learning models for classification and clistering.
3 Implement and interpres association rafes.

4, Design a mini-praject imvolving end-to-end dala minirng

Level of CLO-PLO Mapping
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Course Title: Introduction to Decp Learning Lab

Course Code: MCSELAG224 Fxamination Scheme
Total Number of Lecture Hours: 30 External 36

Internal 14
Lecture (L) | 0 | Practical (") | 4] Tuterial L} To J Total Credits |2 |
Course ﬂhjefti?es

To enaghie studenis with both theoretical understanding and practical implemeniation skills in
madern neural network architeciures, building a single-layer perceptron from seratch for binary
classification, and implementing a basic Artificial Newral Neiwork (ANN) using TensorFlow and
Keras for tasks like hardwritten digit recognition with the MNIST datasai

List of Experiments

1. Designa single unit perceptron for classification of a linearly separable binary dataset without
using pre-defined models.

2. Design and implement a basic Artificial Meural Network (ANN) using TensorFlow & Keras
for 1 simple classification task (e.g., handwritten digit recognition using MNIST datasct).

1. Build an Artificial Neural Network by implementing the Backpropagation algorithm and test
the same using appropriate data sets.

4. Design and implement an Image classification model to classify a dataset of images using Deep
Feed Forward NN. Record the accuracy corresponding to the number of epochs. Lise the
MMNIST datasets.

5. Design and implement a CNN maodel to classify multi category image datasets, Record the
accuracy corresponding to the number of epochs. Use the MNIST, CIFAR-10 datasets.

6. Use the concept of Data Augmentation to increase the data size from a single image.

7. implement the standard VGG-16 & |9 CNN architecture model to classify multi category
image dataset and check the accuracy.

8. Implement RNN for sentiment anal ysis on movie reviews

9, Implement Bi-directional LSTM for sentiment analysis on movie reviews.

10, Implement Auto encoders for image denoising on MNIST datasel.

*Thix is only @ suggested list af experiments/simulations, The instractor i5 encouraged to familiarize
siwdents with additional relevant exercises.

Course Learning Ouicomes:

1. Understand and implement the fundamentals of nenral networks and percepiron-based models
for solving linearly separable classification problems.

2 Design, develop, and evaluate deep menral wetwork architectures including feedforwerd
networks and convolutional newral networks for image classification tasks,

1. Apply advanced deep learning models sueh ax RNN and Bi-LSTM for notural language
processing iasks like xentiment analysis

4. Demonstrate che application of asteencoders for wnsupervised learning tasks such as inage
denvising and feature exiraction,
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| Course Title: Pattern Recognition Lab

Course Code: MCSELAH22Z4 Examination Scheme
Total Number of Lecture Hours: 30 External | 3o

Imternal 14
Lecture (L) [0 | Practical (F) [ 4] Tutorial (T) [0 | Total Credits | 2
Course Objectives

» To practically implement pattern recoghifion alporithms and methods.

e To build classiffers and clustering models based on different approaches {Bayesian,
nonparameiric, machine learning mndalg).

s To analvze and interpret results obtained from variaus piliern recognition methads

s To develop skills for applying pattern recognition techniques on real-world datasers

List of Experiments

1. Implement and visualize basic probability distributions (¢.g., Gaussian, Binomial) and
random processes.

2. Implement Bayes Classifier for two-class classification using Gaussian assumplion.

3. Estimate parameters (mean, variance) from data using Maximum Likelihood Estimation
(MLE) and Bayssian Estimation.

4. Develop a K-Mecans Clustering algorithm from seratch and compare it with scikit-leam’s
K Mleans.

5. Train and test a simple Hidden Markov Model (HMM) using discrete observations (2.8.,
Weather prediction).

6. Build a K-Nearest Neighbour (KNN) Classifier from seratch and validate it on a real
datasel (e.g., Iris Datazet).

7. Apply Principal Component Analysis {PCA) for dimensionality reduction and visualize
20 projections.

8. Implement Linear Discriminant Analysis (LDA) for classification tasks.

9. Build and evaluate a Support Wector Machine (SVM) classifier using a sample dataset.

sindemty with additipnal relevant exercises.

“This is only a suggested list of experimenisimulations. The instrucler Is ewconraged to familiarize I

Course Learning Outcomes:

1. Understand and implement fundamental statistical models for paitern vecognition,

2 Design and evaluate supervised learning miodels using Bayesian and nonparametric methods.
3. Implement clustering algorithms and validile unsupery ised learning models,

4. Apply dimensionality reduction technigues and construct interpretable models

3 [ise advanced classifiers ke SVMs, Decision Trees, and AMM; to sofve practical problems.
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Course Title: Intrusion Detection Lab

Course Code: MCSELAIZZY _ . Examination Scheme

Total Number of Lecture Hours: 30 | External 36
Internal 14

Lecture (L) | 0 | Practical (F) [ 4 | Tutorial (1) [0 | Total Credits | 2

List of Experiments

1. Study and Demonstration of Commaon Network Thrents
o Simulate basic network attacks such as port scanning, SYN flood, and packet snifting
using tools like Nmap, Hping3, and Wireshark.
Firewall Conliguration and Testing
o Configure a host-based or network firewal | {¢.2., iptatles or pfBense) and test is
effectiveness against various attagk veclors.

I

3. WVirtual Private Network (VPN) Sctup and Seeurity Testing
s Createa VPN using OpenV PN or WireGuard and analyze the security of data
tranamission over public natworks.
4. Imstaliation and Basic Configuration of Saort 1DS
o Setup Snorton a Linux system and capture normal and imalicious network raffic,
5. Writing Custom Snort Rules
o Create and test custom Snort rles to detect gpecific attacks such as ICMP fioods, port
scans, or login attempls,
6, Detection of Application Layer Attacks
o Simulate stiacks like SQL Injection, Cross-Site Scripting (X55), and buffer overflows
and analvze detection using Snort or other IDS tools
7. Log Analysis and Intrusion Detection using SIEM Tools
5 Useteols like Splunk or ELK Stack to analyze logs from hosts and detect anomalies or
imtrizsions.
% Performance Evaluation of an [DS System
o Compare detection accuracy, false positives negatives, and resource usage under different
Snort rule sets or other [DS configurations,
3 Simulation of Malware Behavior (Viruses, Worms) in a Contralled Environmiéanl
o Usetools like Cuckoo Sandbox to observe malware behavior and exam ing detection by
LS,
10, Case Stody: Cost-Sensitive Intrusion Detection

*This is only a suggested list of experiments/simulations. The instractor s encouraged to fumiliarize
studenids witk addittonal relevant Exercises,
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