
Optimization problems



Examples



Global vs. local optimization



Global optimization

 Finding, or even verifying, global minimum is difficult, in

general

 Most optimization methods are designed to find local

minimum, which may or may not be global minimum

 If global minimum is desired, one can try several widely

separated starting points and see if all produce same

result

 For some problems, such as linear programming, global

optimization is more tractable



Existence of Minimum



First-order optimality condition



Second-order optimality 

condition



Constrained optimality



Constrained optimality



Constrained optimality



Constrained optimality

 If inequalities are present, then KKT optimality conditions 

also require nonnegativity of Lagrange multipliers 

corresponding to inequalities, and complementarity 

condition



Unimodality



Golden section search



Golden section search



Golden section search



Example



Example (cont.)



Newton’s method

Newton’s method for finding minimum normally has quadratic 

convergence rate, but must be started close enough to solution 

to converge



Example



Safeguarded methods



Multidimensional optimization.

Direct search methods



Steepest descent method



Steepest descent method



Example



Example (cont.)



Newton’s method



Newton’s method



Example



Newton’s method



Newton’s method



Quasi-Newton methods



Conjugate gradient method



Inequality-constrained 

optimization



Penalty methods

This enables use of unconstrained optimization methods, but problem 

becomes ill-conditioned for large ρ, so we solve sequence of problems with 

gradually increasing values of , with minimum for each problem used as 

starting point for next problem


