2

".P13Y Sunndwoo
10 Lue o suoneorjdde/sousrog duwio)) u s)paio ()7 189y 18 UM 91enpels 18a A - AUy, :VOA J8d A-9UQ 10 e

WHE/YPL " 10 (UONENPLIS U YO [9A9] Z+0 ] 18) SOBWORIEIN Y1 05°g
N (o)

WYDS 0ZOT
dIN/SOED Jopun suonesridde / soustog semndwio) ur sypaio CIISEI] 18 IM S1enpeln) Auy,, - (YDA JBIX-OM 10, o

BLIDILID) ANqiSiyg

SZOZ Y21eg/IB3A WO BAINIBY \&%i@

SWwessold VI Jesp om] /auQ Jo snge||As \%

90006T-4e3eulS
Jiwysey jo AjisiaAiun
'S92UR12S Ja3ndw o)) JO Jus WL eda(Q a1enpeur) 1504



‘UOIIEN[BAD D1BLUDISAS
pue Sunjury) olwyLo3|e Suisn suonn|os ajqe[ess ‘paziwndo dojoasp pue ‘Ajaeso swiajqold jeuoneindwos sulap ‘saSua||eyo plIom-1esl £J1uap]
:3uIAjoS UR|qOLJ "0
'S[00}
pue spoyaw dy1jualos deridosdde Fuisn synsar ajenjeas pue ‘sdnjas [ejuswiiadxa ufISap ‘SMIIARI 2INJRIA)I| JONPUOD ‘SWIS|qoId Yo1essal Je[nuLIo,]
Ppmndy oaeIsy ‘6
"21N30)1Y oL /D/
WISAS pue ‘uSisap aoejiaiul quatudojaaap wipog[e ul Kyaneard Suifjdde Aq suonnjos 9113ua9-Jasn pue sjopow Junndwos aanesouul ugisac] ﬁﬂ
:anear) g
Juawadedud A[e[0YdS pue ‘SOOUIFUOD ‘SUOTIBILJINAD YoIBasal YInody) Juswdueyua a8pajmouy| pue yumoid [euolssajord snonunuod ansing
:Sunuiea| guop-ayry
'sarojouyoa) unndwos jo uonenjea pue ‘vonejuawldw ‘uSisap ay3 ur spaepuels [euorssajoid pue ‘saurjaping [eSo ‘sajdiound [eorype Ajddy
SpHa 9

'Suo1N[os =

9A11031J3 duljal pue I3} ‘dojaaap 03 Furuoseal [eo130] A|dde pue ‘saoinos ajdiynw woy uoeULIO Ul dZISAYIUAS ‘SWqoid [BOIUYI9) X|dwiod szA|euy
:BUPjUIYY [BBHD ¢

‘sIapjoyaye)s

9SJOAIP JOJ SJBULIO]J [BNSIA PUB ‘[RJO “USJIIM Ul SOWO0IN0 103[01d pue ‘s3uipulj yoseasal ‘seapl [eo1Uyd9) )B[NoILEe A[9AII03])a 0] AJ[Iqe JY) J)eljSUowd(]
IS[ID[S UonEdMUNWUWo) ‘f

'SSUISNQ pPUE ‘UOIIBONP “JUIWIUOIIAUD

‘aIROY)[BAY SB YINS S10)03s ssoJor suonnjos [eonoeld Lojdap pue pjing 03 swoajqold oijroads-urewiop yim aFpajmour [euoneinduwiod deiSoju]
S[IMS pue agpajmomy] yo uonedddy ‘¢

‘juowkodap pue

yuowdojaaap waysAs ul saonaeid 1saq pue ‘sagendue| Sunwwesdoad ‘sjool Funndwos usepow Sursn sSWA)SAS arem)yos aen[eAd pue quowa|dull ‘udisa(g
SIS [eAUYR ], ¢

‘sa130]0uyo9) pue spuan SurSiows jaidiaul

0] AJI[IgE. 9y} YHM ‘SWR)SAS UDALIp-BIBP pue ‘0ouadIj[ojul [RIdyne ‘uSisop wa)sAs ‘swyjriofe se yons Sunndwoo ul $3daouos pasueApe pue 2109 denjeAy]
:3urpue)siopu) pue IZpImMouy] ‘|

(sO1d) sewo23nQ Suluied] awweldoid



P

-

2 3 >

SIF 0 9ST 2c0°89 /1Y 4 8FET Z09 98 98 (SHALSAWAS+ 40 ALVOTUODDY) SLIATAD TV.LOL
SIH 018 ZL10:0€ 0s01 9sL 6T (44 w (183§ puodag) fero |,
0zl #:0:0 001 [ 8T v 005 wauodwo) yareasay STrOUdVIWIN pafoag
0zl 1:0°0 00l T 8T oL ¥ 00S wawdoppaaq aemyos SZraSdVINW wafoag Al - Wag A
06 0:0:9 0s1 801 [ 9 005 ; uonENassI 5TRIAd VOWW wafoig -
06 0:0:9 0S1 801 w 9 00S SIS&[eUY 79 UONBIYNUIP] WA[GOId (STHIdIVIININ afoag
09 T0:0 0s 9€ vl T 005 qe Suluweidold oM STEdMTVININ qe]
09 00 0s 9€ 2l [ 005 Qe UOAJ YIIM 30UAIS BIB(] -STESATVONN qe]
0t 007z 0s 9€ vl T 008 wawaFeuey 191014 2IEMYOS STEISOVIWNIA a0
&ME_% s%z& STELIAVIWIN
s unwea] daaq “CZE TAAVOWW : S9
09 00 001 73 8T 4 00s Ty S s 1IA-30a
i BUIS5I0014 Fen3uR [RINEN 'SZEINAYIWW 111 - wes
Fuiuueyg 951n0say asudiauy 'SZEAHAYIWIW \
s o uoIsIA Jndwo) 'SZEA DAVIINI .
09 0:0:¢ 001 w 8 v 008 g et A-I1Dd
Funndwo) wnuend) szeIOAVINW
09 0:0:F 001 [ 87 v 008 Suiwwerdold gam STEdMOVINI a0) 5
09 0:0:F 001 L 87 v 008 UOYIA LM UAIDS TR (STESAIVIWIW 210 o
SIH (0SL 9:0:8¢ 0011 T6L 80¢ 42 |42 (1eap 1811) B30
09 T0:0 5 9¢ [l [ 00r qu1 awdopaaag uonedddy Ao :STZVINTVIIWIN qe]
09 0:0°F 001 L 87 [ 00 SO UONBSN|qNJ PUt J2IBISY STeddoY IWN 9107
uonzindwo) jo K102y :szzOLAYIWN \
B BuIUWRIS01 XNUIT (SZZTAVIWIN
09 0:0:p 001 L 8T ¥ 00 Sl e SR Al-1Dd
2 sylomiaN seinduwio) paoueapy ‘czzDVAVOWNIN II - Wag
Aunaag v_a_.uwz ® h_%_maeau ISTINOAVININ
. swasAg noddng uoisdaq “SZZSAAVININ
7 2 " e s : = Furssooiq ofew A szziaavoaw | T ad
SWRISAS dunedad) padueApY :cTZOVAYIWIN
09 0:0:t 001 L 81 ¥ 00F uawdolaaa(g uoneatjddy J[IGoN [STTVINIVINIW a10)
09 00 001 (7 [T4 r [ SUILOS] Y JO SISA[RUY pue USISaq] (SZZVAIVIWI 2103
09 00 08 9€ ¥l z [ qe] SujuIea SUIIR (ST TNTYOWIN qe] 09
09 00 0s 9€ [ T 00F qu] SUIWWeI0)d PAR[ (G [T TVOWIN qe]
0f 0:0°T 0s 9¢ ¥l z 00F AJojopoLiapy Y2ueasy (STIWHIVIWIW 210
saIsuaI0 ] [eN3iQg ¥ Aunoag 1294 (ST 1SOAVIWIN y
e $9130]0uyaa | urey) 320Ig sT1 2aAVINI >
¥ gy ot % = ¥ oo SouRAI I [RIDYIIY [SZITVAVIWIN .
w SWIDSAS 9sequIE(] PROUBAPY -SZISAAVOWW 1-uweg
- SunAuFu am.écm STIASAVONIN
T WAISAS UONBULIOJU] JUAWATEURI ‘ST [TNAVIWIN
09 0:0:F 001 4 87 v 00 e 1-10a
SUNIONIG BIE(] PROUBAPY STIAVAVININ
09 0:0°F 001 (7 8T 3 0oy Fuiwea] Uy ST TWIVONIN 210D
09 0:0°F 001 (7 [T4 [ 00 Buiwweidold BARL [STIAIDVOWIN 210
L J)S3WAG | JUIWSSISS Y
SINOH d L [E30L pui snonunuo) | SPPII) [9A9] adAy, [9A97]
SUpLD) AWEN YJIM IPO)) 3SIN0)) BEIEETIEIN
JEIU0D) aonngrysiq SYIRIA "X elo], J51no)) asano)) npaua)
npai) i W

(M+AD) 21mdNIS SNQEBIIAS VDA 1B OM],



MCA Syllabus-P.G. Dept. of Computer Science, University of Kashmir

SEMESTER-1

To be effective from year-2025



MCA Syllabus-P.G. Dept. of Computer Science, University of Kashmir

COURSE TITLE:JAVA PROGRAMMING

Course Code: MMCACIP125 I Examination Scheme
Total number of Lecture Hours: 60 External | 72
Internal | 28

Lecture (L): | 4 | Practicals(P):

- | Tutorial (T):

- Total Credits

Course Objectives

semantics, and basic constructs.

and interfaces in the context of Java.

mechanisms.

like I/O operations, string manipulation, and multithreading.
programming paradigms and integrating various GUI elements.

communication between distributed systems and applications.

e To understand the fundamental principles of Java programming language, including its syntax,
e To explore object-oriented programming concepts such as classes, inheritance, polymorphism,
e To develop proficiency in handling exceptions and errors using Java's exception handling
e To gain practical experience in utilizing Java's standard library classes and packages for tasks
e To learn to create graphical user interfaces (GUIs) in Java, employing event-driven

e To acquire skills in network programming with Java, including socket programming for

Course Content

TEACHING
HOURS

> UNIT 1: Introduction to Java Programming

15- Hrs

Introduction to Java Language: Creation of Java. How Java changed the
Internet, Features of Java Language. Evolution of Java. Comparison with other
langdages like C++.Java Virtual Machine (JVM) and Byte-code. Java Language

W\VZ Lexical issues — Whitespace, Identifiers, Keywords, Literals,

Separators, and Comments. Installing JDK.PATH variable. Java program —

Structure, Compilation and Execution. Java Class libraries (System Class).main()

method.

Data types, Variables and Arrays: Primitive Data-types and Typed-Literals,

Variables — Declaration, Initialization, Scope and Lifetime. Arrays — Single and|

Multidimensional. Type Conversion and Expression Promotion.

Operators, Expressions and Control statements: Arithmetic, Bitwise,

Relational, Logical, Assignment. Precedence and Associativity. Selection,

Iteration and Jump Statements.

UNIT 2: Object-Oriented Programming in Java

15- Hrs

M2 @ 2L M/

Class Fundamentals: Class  Structure (Variable and  Method
declaration).Modifiers (Access Modifiers and Other Modifiers).Components of
Class, Variable and Method declaration. Constructor and finalize(). Garbage
Collection. Passing parameters to methods. Variable hiding. Method overloading.
Constructor overloading and chaining. Use of this keyword. Code blocks - Static
and non-static.
Inheritance: Mechanism. Role of Access Modifiers. Method Overriding and
Shadowing. Use of super keyword. Polymorphism - Early and Late binding,
Abstract Class and Interface. Components of Interface declaration. Implementing]
Interfaces.
Exception Handling: Mechanism - Exception-Object, Throwing an Exception,
and Exception Handler. Catch or Specify policy. Types of Exception - Checked|

vs Unchecked, Built-in vs Userdefined. Catching an Exception - try-catch-finally.

/@é‘

To be effective from year-2025
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MCA Syllabus-P.G. Dept. of Computer Science, University of Kashmir

Specifying an Exception - throws. Manually throwing an Exception - throw.
Custom Exceptions. Chained Exceptions,

UNIT 3: Advanced Java Concepts

15- Hrs

Packages: Creating and Importing Packages. CLASSPATH variable. static
import.
Strings: Mutable and Immutable Strings. Creating Strings. Operations on Strings.|
Threads: Creating Threads in Java. Java Thread Lifecycle. Multithreading in
Java: Synchronization and Inter- process communication (IPC) in Threads.
I/O Streams: Byte, Character, Buffered, Data, and Object Streams. Standard
Streams. File I/0 Basics, Reading and Writing to Files. Serializing Objects.

UNIT 4: Java GUI Programming and Networking

15-Hrs

Event-Driven Programming: Java 1.1 Event Delegation Model — Source
object, Event object and Listener object. Methods associated with Source, Event
and Listener objects. Low-level vs Semantic events. Adapter classes, Inner
classes, and Anonymous Inner classes. Adding GUI elements to Applet.
Networking Classes and Interfaces: TCP/IP Server Sockets in Java.
Developing simple networking applications in Java like File transfer, Chatting,
etc.

Textbooks

L~ 1. H. Schildt, Java: The Complete Reference, 13th Edition, Tata McGraw Hill, 2023.

Reference Books

)

1. E. Balagurusamy, Programming with Java: A Primer, 7th Edition, Tata Mcgraw Hill, 2023.

2. H.M. Dietel and P.J. Dietel, Java: How to Program, 11th Edition, Pearson Education, 2017.
K. Sierra and B. Bates, Head First Java (Java 5), 2nd Edition, O’Reilly, 2003.

4. C.S. Horstmann and G. Cornell, Java 2 Vol-1 Fundamentals, 7th Indian Reprint, Pearson Education,

2006.

V4

COURSE LEARNING OUTCOMES (CLO):

CLOL1: Understanding of the foundational concepts of Java programming, including data types, control

structures, program flow, and compilation/execution of Java applications.

CLO2: Apply object-oriented programming principles in Java using classes, inheritance, polymorphism,

interfaces, and exception handling for robust application development.

CLO3: Demonstrate the use of advanced Java features such as multithreading, string manipulation,

package management, and file I/O operations.

CLO4: Design and implement event-driven GUI applications and basic networking solutions using Java APIs

and socket programming,.

N

CLOs PLO1 |PLO2 PLO3 | PLO4 [PLOS PLO6 | PLO7 | PLO8 [PLOY PLO10 A:;ng;:
MMCACIJIPI25.1 3 2 1 1 2 1 1 0 2 2 1.5
MMCACJPI252 |2 3 2 1 3 1 1 2 1 3 1.9
MMCACIPI253 |2 3 3 1 3 1 2 2 1 3 2.1
MMCACJP1254 |2 3 3 2 3 1 2 3 1 3 23
Average(PLO) 225 275 235 |12 2.75 1 15 175 125 | 275 195

Sy

To be effective from year-2025
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COURSE TITLE: Machine Learning

Course Code: MMCACMLI125 Examination
Scheme T P
Total number of Lecture Hours: 60 External 72 -
Internal 28 -
Lecture (L): I 4 | Practical (P): | - ‘ Tutorial (T): | - | Total Credits 4

Course Objectives

provide insight into its challenges and testing methods.
models including regression and classification models.
unsupervised learning scenarios.

Support Vector Machines for solvin g complex real-world problems.

* To introduce the fundamental concepts, techniques, and applications of machine learning and
* To equip students with the ability to build, evaluate, and optimize basic machine learning
® To develop proficiency in various clustering techniques and feature engineering for

® To enable students to apply advanced classification methods such as Bayesian learning and

Course Content

TEACHING
HOURS

UNIT 1: Introduction to Machine Learning and Data Preprocessing

15 Hrs.

Machine Learning, Applications, Types of Learning, Main Challenges of

hine Learning, Testing and Validating, designing a learning System,
ductive Bias and Hypothesis, Hypothesis Evaluation, Feature extraction,
[Types of feature selection, Feature Handling, Normalization, Missing data,
Dimensionality Reduction: Principal Component Analysis

\o
\"\ [UNIT 2: Regression, Classification, and Clustering Basics

15 Hrs.

Linear Regression, Logistic Regression, Decision Tree Representation, The
Basic Decision Tree Learning Algorithm, Hypothesis Space Search in Decision|
Tree Learning, Inductive Bias in Decision Tree Learning, Issues in Decision Tree

Learning, Clustering Algorithms: Euclidean and Mabhalanobis Distance, K-
means algorithm

IT 3: Advanced Clustering Techniques and Instance-Based Learning

15Hrs.

Cluster validity index, Compactness Cluster measure, Distinctness Cluster
Measure, Fuzzy C-means, Hierarchical Clustering, Density based spatial
clustering of applications with noise (DBSCAN), Spectral clustering, k-medoids
clustering, Kohenon Self Organizing Net, K- Nearest Neighbour and effect of
various Distance measures

el 2o

UNIT 4: Probabilistic Learning and Support Vector Machines

&
T

15 Hrs.

Bayesian Learning: (Bayes Theorem and Concept Learning, Maximum
Likelihood and Least- Squared Error Hypothesis, Naive Bayes Classifier,
Bayesian Belief Networks).

Support Vector Machine: Linear Support Vector Machine, Optimal Hyperplane,
Kernel functions, Solving Non-Linear Classification problems with Linear
Classifier, Multiclass Support Vector Machines, Applications of Support Vecto

To be effective from year-2025
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Machines

Textbooks

1. Machine Learning by Tom M. Mitchel, McGraw-Hill publication

Reference Books

1. Pattern Classification by Duda and Hart. John Wiley publication

2. The Elements of Statistical Learning: Data Mining, Inference, and Prediction by Trevor Hastie,
Robert Tibshirani, Jerome Friedman, Springer.

3. Learning From Data, Yaser S. Abu-Mostafa, Hsuan-Tien Lin, Malik Magdon-Ismail, AML

Book.

Introduction to Machine Learning by EthemAlpaydin, The MIT Press.

Machine Learning: An Algorithmic Perspective by Stephen Marsland, Chapman and
Hall/CRC.

v o

COURSE LEARNING OUTCOMES (CO):

CLO2: Implement and analyze basic supervised and unsupervised machine learning algorithms
including regression, decision trees, and k-means clustering.

CLO3: Apply and evaluate advanced clustering techniques and instance-based learning models for
X pattern discovery.

4: Implement and compare probabilistic models and support vector machines for classification
nd prediction in various application domains.

. CLO-PLO Matrix for the Course

After completing the course, the student will be able to:
CLO1: Understand the types, challenges, and foundations of machine learning, and apply
preprocessing techniques such as feature selection, normalization, and dimensionality reduction.

PLOs

Unit-Wise CLOs

1 2 3 4 5 6 7 8 9 10 Average
(CLO)

MMCACMLIZS1| 3 | 2 | 2 | 2 | 2 L5t 3 9 o 2.0
MMCACMLI1252 | 3 | 3 3 2 [ 3 L 1o | % 21 3 24
MMCACML1253 | 3 | 3 3 3 .3 Lz 9 (3] 2.4
MMCACMLI125.4 | 3 | 3 3 2 | 3 i b2 | 2 12| 3 2.4

Average (PLO) | 30 | 575 | 275 | 20 | 275 | 1.0 | 20| 20 % 2.75 23

To be effective from year-2025




| MCA Syllabus-P.G. Dept. of Computer Science, University of Kashmir

DCE-1

b
N

=

&

To be effective from year-2025

(D
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COURSE TITLE: Advanced Data Structures

Course Code: MMCADADI25 Examination
T P
Scheme
Total number of Lecture Hours: 60 External 72 -
Internal 28 -
Lecture (L): |4 [ PracticalP): [0 | Tutorial (T): [ 0 | Total Credits 4

ICourse Objectives

e To understand and implement fundamental linear data structures and algorithms, including
arrays, searching, sorting, matrices, and linked lists.

e To apply stack and queue data structures to solve computational problems using array and
linked list implementations.

e To analyze and implement tree and graph structures along with their traversal techniques and
real-world applications.

e To explore advanced data structures and algorithms including hashing, heaps, and file
organizations for optimized data processing.

Course Content TEACHING
HOURS
Unit I: Linear Data Structures 15 Hrs.

Data types/objects/structures, Data structures and its types, Representation

and implementation. Linear Data Structures: Array representation,
operations, applications and limitations of linear arrays,
Searching Techniques- Linear Search, Binary Search

}grting Techniques- Selection, Insertion sort, Bubble sort, Quick Sort, Merge
Sort

Two dimensional arrays, matrices, common operations of matrices, special
matrices, Array representation of Sparse matrices. Linked Lists:
Representation, Types and operations on Linked List.

+ Unit II: Stack and Queues 15 Hrs.
\h Stack- Representation of stack in memory, Operations on Stacks,

Implementation of Stack using arrays and linked list, Multiple Stacks:
Representing two stacks and more than two stacks, Applications of stacks:

Parenthesis Checker, Infix to postfix procedure, evaluating expressions in
postfix notation, Implementation of recursion using stack.
Queues- Representation of Queue in Memory. Operations on Queue,

Implementation of Queue using arrays and linked list, Circular Queue and
its operations, Representation and implementation, Multiple Queues, Deque,
Priority Queue, Heap Representation of a Priority Queue, Applications of

Queues.
%ﬁ) Unit III: Tree and Graph Data Structures 15 Hrs.
; Trees, Definitions, terminologies and properties, Binary tree representation,
| traversals and applications, Threaded binary trees, Binary Search Trees, AVL

Trees, M-way Search Trees, B-trees, B+ trees. Graphs, Terminology, Graph
representations, Traversal Techniques, Operations on Graphs, Applications
of Graphs

Unit IV: Advanced Data Structures and Algorithms 15 Hrs.

@ To be effective from year-2025




MCA Syllabus-P.G. Dept. of Computer Science, University of Kashmir

Minimum spanning trees, Shortest Path Algorithms in Graphs, Eulerian
Tour, Hamiltonian Tour

Hashing: Direct Address Tables, Hash Table, Different Hash functions,
resolving collisions, rehashing, Heap Structures, Binomial Heaps, Leftist
Heaps.

File Organizations: Sequential File Organization, Relative File
Organization, Indexed Sequential File Organization, Multiple Key File
Organizations: Inverted File and Multi-List Organizations

Textbooks

1. Langsam, Augenstein, Tenenbaum, “Data Structures Using C and C++”, 2nd Edition, 2015

Reference Books

o\

I.Ellis Horowitz, Sartaj Sahni, Susan Anderson Freed, “Fundamentals of Data Structures In c
27 Edition, 2018

Mark Allen Weiss, “Data Structures and Algorithm Analysis in C++”, 3rd Edition, 2007.

Aho Alfred V., Hopcroft John E., Ullman Jeffrey D, “Data Structures and Algorithms™, 2017
R. S. Salaria, “Data Structures and Algorithms Using C++7, 2018

Varsha H Patil, “Data Structures using C++”, 2012

E.Balagurusamy, “Object Oriented Programming with C++”, 8" Edition, 2020

ETIF SRR

COURSE LEARNING OUTCOMES (CLO):
L(L()l: Understand and implement fundamental linear data structures and algorithms, including
\arrays, searching, sorting, matrices, and linked lists.

CLO2: Apply stack and queue data structures to solve com putational problems using array and
linked list implementations.

03: Analyze and implement tree and graph structures along with their traversal techniques and
real-world applications.
CLO4: Explore advanced data structures and algorithms including hashing. heaps, and file
organizations for optimized data processing.

CLO-PLO Matrix for the Course

PLOs
1 2 3 4 5 6 7 8 9 10 | Avera
ge

Unit-Wise CLOs (CLO)
MMCADADI25.2 |3 3 2 1 3 0 2 |2 1 3 |20
MMCADADI125.3 |3 3 3 1 3 0 2 3 2 3 23
MMCADADI25.4 |3 3 3 1 3 1 2 3 2 3 24
Average (PLO) 3.0 3.0 (25 [1.0 |3.0/025 |20 |25 |15 |3 2.2

To be effective from year-2025
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COURSE TITLE: Computer Graphics

Course Code: MMCADCG125 Examination Scheme| T P
Total number of Lecture Hours: 60 External 72 B
Internal 28 -
Lecture (L): [ 4 | Practical): [0 | Tutorial (T): [0 [ Total Credits 4
Course Objectives:
¢ To understand key concepts, graphic display devices, and 2D/3D transformations.
* To develop skills in line and circle drawing, clipping, filling, and hidden surface removal.
e To apply mathematical techniques like splines and Bezier methods for complex graphical models.
e To explore multimedia concepts, file formats, storage solutions, and introductory AR/VR technologies.
Course Content TEACHING
HOURS
UNIT 1: 15Hrs
Introduction to Computer Graphics, Applications of Computer Graphics, Graphic Display
Devices: Refresh Cathode Ray Tubes, Raster-scan Displays, Random-Scan displays,
Color CRT Monitors, Concept of Double Buffering, Lookup tables. 2-D Graphics:
Cartesian and Homogeneous Coordinate Systems, Line drawing algorithms
(Bressenham’s and DDA), Circle and Ellipse Drawing Algorithms.
UNIT 2: 15Hrs

2-Dimensional Transformations, Concepts of Window & Viewport, Window to Viewport
/Transfonnations, Normalization transformation (3L) Composite Transformations:
General pivot point rotation, General fixed point scaling, reflection w.r.t line y=x,
reflection w.r.t line y=x (4L) Transformation between coordinate systems, affine
transformations, Raster methods for transformations (3L)

UNIT 3: 15Hrs

Filling techniques: Boundary and Flood-fill algorithms (2L) Clipping, Line Clipping
Algorithms (Cohen-Sutherland Algorithm), 3-D Graphics, Projections: perspective and
parallel projection transformations. (5L) 3-Dimensional Transformations, Hidden Surface
Removal Techniques, Z-Buffer Algorithm, Back Face Detection (3L)

UNIT 4: 15Hrs

Curves and Surfaces: Spline specification, Interpolated& Approximated Splines. spline
representation, cubic spline interpolation methods, Bezier Splines, Bezier Curves, Cubic
Bezier Curves, Bezier Surfaces. (3LIntroduction to multimedia elements: Images (BMP,
PCX), sound (WAV, MP3) Multimedia storage formats: CDs and DVDs). Introduction
to virtual reality (VR) and augmented reality (AR) technologies.

Textbooks

1. Hearn and Baker, "Computer Graphics with OpenGL": 4th Edition (2022), Donald Hearn, M. Pauline Baker,
Warren Carithers, Pearson
2. Ze-Nian Li and Mark S. Drew, "Fundamentals of Multimedia": 3rd Edition (2021), Springer.

/&;/:6/ %;/( @ ?’;/_

To be effective from year-2025
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3. W.M. Newman and Sproull, “Principles of Interactive Computer Graphics” McGraw-Hill Education;

3rd Edition, 2023.

Reference Books

2

3

4

5

6

Steven Harrington, “Computer Graphics: A Programming Approach” McGraw-Hill Education; 2nd
Edition, 2021.

Plastock and Kelley, “Schaum's Outline of Theory and Problems of Computer Graphics” McGraw-Hill
Education; 2nd Edition, 2022.

David F. Rogers and J. Alan Adams, “Procedural Elements of Computer Graphics” McGraw-Hill
Education; 3rd Edition, 2021.

David F. Rogers and J. Alan Adams, “Mathematical Elements of Computer Graphics” McGraw-Hill
Education; 3rd Edition, 2022.

James D. Foley, Andries van Dam, et al., “Computer Graphics: Principles and Practice” Pearson; 4th
Edition, 2023.

Sinha and Udai, “Computer Graphics” Tata McGraw-Hill Education; 2nd Edition, 2022

COURSE LEARNING OUTCOMES (CLO):

CLO1: Understand basic computer graphics concepts, display devices, and 2-D drawing algorithms.
CLO2: Apply 2-D transformations, window-to-viewport mapping, and coordinate conversions.
CL03 Implement filling, clipping algorithms, 3-D projections, and hidden surface removal.
CLO4: Analyze spline curves, multimedia basics, and introduction to VR/AR technologies.

LEVEL OF CO-PO MAPPING TABLE

s/\{ é

PLO

UNIT-WISE CLOs | 2 3 4 5 6 o 8 9 10 | Avg
» (CLO)
WMCADCG125.1 3 2 0 0 0 0 0 0 0 0 2.5

MMCADCG125.2 0 3 3 2 0 0 0 0 0 0 2.67

MMCADCGI125.3 0 0 0 0 3 3 0 0 0 0 3.0

MMCADCG125.4 0 0 0 0 0 0 3 3 0 0 3.0

Avg (PLO) 1% | 167 |15 10" [1.8 (18 i¥ |13 _|® 0 |2.79

To be effective from year-2025
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COURSE TITLE: Management Information System

Course Code: MMCADMI125 Examination
T P
Scheme
Total number of Lecture Hours: 60 External T2 -
Internal 28 -
Lecture (L): |4 | Practical(P): |0 | Tutorial (T): | 0 | Total Credits 4

Course Objectives

(MIS, DSS, GDSS).

decisions.

information systems.

¢ To understand the structure of organizations and the role of various information systems

To analyze system requirements using structured system analysis tools and methods.
To Explore enterprise systems like ERP, SCM, and CRM, and their role in strategic IT

e To ethical Evaluate the ethical, security, and social issues surrounding the use of

Course Content

|

TEACHING
HOURS

b

UNIT 1: Introduction to Organizations and Information Systems

15 Hrs.

Organization and Information Systems, The Organization: Structure, Managers and

acfivities — Data ,information and its attributes — The level of people and their
information needs - Types of Decisions and information - Information System, -
Management Information System (MIS) —Decision Support System (DSS) and

Group Decision Support System (GDSS).

\"\\

[UNIT 2: System Analysis and Development

15 Hrs.

Need for System Analysis - Stages in System Analysis - Structured SAD and tools
like DFD, Context level Diagram, Decision Table and Structured Diagram.
System Development Models: Waterfall, Prototype, Spiral, —Roles and
responsibilities of System Analyst, Database Administrator and Database
Designer.

UNIT 3: Enterprise Systems and IT Decision-Making

15 Hrs.

3

Enterprise Resources Planning (ERP): Features, selection criteria, merits, issues|
and challenges in Implementation - Supply Chain Management (SCM): Features,
Modules in SCM - Customer Relationship Management (CRM): Phases.
Knowledge Management and e-governance, Nature of IT decisions- Strategic
decision.

UNIT 4: Security, Ethics, and Social Challenges in Information Systems

15 Hrs.

Security and Ethical Challenges, Ethical responsibilities of Business Professionals
— Business, technology, Computer crime — Hacking, cyber theft, unauthorized use
at work. Issues and internet privacy. Challenges — working condition, health and
social issues, Ergonomics and cyber terrorism.

4

%ﬁbe effective from year-2025
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Textbooks
1. 1. “Management Information Systems”, Kenneth J Laudon, Jane P. Laudon, Pearson/PHI,10/e,
2007
2. “Management Information Systems”, W. S. Jawadekar, Tata McGraw Hill Edition, 3/e, 2004

Reference Books: -
1. Turban, Efraim, Ephraim McLean, and James Wetherbe. 2007. Information Technology for
Management: Transforming Organizations in the Digital Economy. New York, John Wiley &
Sons.

COURSE LEARNING OUTCOMES (CLO):

CLO1: Describe the organizational structure and classify different types of information systems
based on managerial needs.

CLO2: Apply system analysis and design techniques including DFDs, context diagrams, and
decision tables.

CLO3: Evaluate and compare enterprise systems such as ERP, SCM, and CRM and understand
IT-based strategic decisions.

CLO4: Analyze ethical, legal, and security issues in the management and use of information
systems.
EVEL OF CO-PO MAPPING TABLE

PLOs

1 2 3 4 5 6 7 8 9 10 | Avg
nit wise CLOs (CLO)
\ MMCADMI125,1 1 1.9

3 2 2 2 2 2 1 2 2
MMCADMI125.2 |2 3 3 3 3 1 1 1 2 2 2.1
MMCADMI1253 |2 2 2 2 2 3 2 2 2 3 2.2
MMCADMII1254 |2 2 2 2 2 3 2 3 2 3 2,3
Avg (PLO) 225 [225 [225 1225 1225 [225 [15 [2.0 [1.75 |25 |21

To be effective from year-2025
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COURSE TITLE: Software Engineering

Course Code: MMCADSE125 Examin T P
ation
Scheme

Total number of Lecture Hours: 60 Externa 72 -

1

Internal 28 -

Lecture (L): | 4 | Practical (P): [- [ Tutorial (T): | - | Total Credits 4

ICourse Objectives

e To Gain knowledge of the nature, goals, and challenges of software engineering and its historical
context.

To Learn and utilize various software development models, including Waterfall, Agile, and Spiral.
To Analyze software processes using measures, metrics, and models like CMMI and COCOMO.

» To Develop skills in eliciting, analyzing, modeling, and validating both functional and non-functional
requirements.

» To Understand design principles, modularity, and patterns, and apply function-oriented and object-
oriented design methodologies.

* To Understand core testing concepts and techniques, and explore software reliability and
reengineering processes.

Course Content TEACHING
HOURS
UNIT 1: Fundamentals of Software Engineering 15 Hrs

oncept and Nature of Software: Concept and Nature of Software, Software Crisis,
are Engineering — Concept, Goals and Challenges, Software Engineering
pproach.
oftware Development Process, Process Models - Waterfall Model, Evolutionary and
owaway Prototyping Model, Incremental and Iterative Models, Spiral Model,
Agile Process Model, Component based and Aspect Oriented development

Software Process and Project Measurement: Measures, Metrics and Indicators, Size -

Oriented Metrics vs. Function - Oriented Metrics, Capability Maturity Model
Integration (CMMI). COCOMO Model.

\0‘

UNIT 2: Requirements Engineering 15 Hrs

Introduction to Requirements Engineering - Why, What and Where. Requirements
Types: functional and nonfunctional requirements.

Requirement Engineering Framework. Requirement Elicitation Process and

Techniques. Requirement Analysis and Modelling, Requirements prioritization,
verification, and validation.

UNIT 3: Design Engineering 15 Hrs

Basics of Design Engineering - Abstraction, Architecture, Patterns, Separation of
concerns, Modularity, Functional Independence, refinement, Refactoring.

Function oriented design, Design principles, Coupling and Cohesion, Designl
Notations & Specifications, Structured Design Methodology.

Object-Oriented Design - Design Concepts, Design Methodology, Object-oriented;
fanalysis and design modeling using Unified Modeling Language (UML), Dynamic &
F':mctional Modeling, Design Verification.

( \\r/}-
k To be effective from year-2025

A %)



MCA Syllabus-P.G. Dept. of Computer Science, University of Kashmir

UNIT 4: Software Testing and Reliability 15
Hrs

Software Testing — Concepts, Terminology, Testing & Debugging, Adequacy
Criteria, Static vs. Dynamic Testing, Black Box vs. White Box Testing. Structural
testing and its techniques. Functional Testing and its techniques, Mutation testing,
Random Testing. Non-Functional Testing like Reliability, Usability, Performance
and Security Testing.

Introduction to Software Reliability: Basic Concepts, Correctness Vs Reliability,
Software Reliability metrics, Operational Profile, Reliability Estimation and
Predication, Reliability and Testing.

Concept of Software reengineering, reverse engineering and change management.

Textbooks

1. Shari Lawrence Pfleeger and Joanne M. Atlee - "Software Engineering: Theory and Practice," 4th
Edition, Pearson, 2010.

Reference Books

1. Ian Sommerville - "Software Engineering," 10th Edition, Pearson, 2015.

2. Pankaj Jalote - "An Integrated Approach to Software Engineering," 3rd Edition, Narosa Publishing
House, 2005.

3. Hans Van Vliet - "Software Engineering: Principles and Practice," 4th Edition, Wiley, 2016.

4. _James F. Peters - "Software Engineering: An Engineering Approach," 1st Edition, Wiley & Sons,
2000.

5. Roger Pressman - "Software Engineering: A Practitioner's Approach," 8th Edition, McGraw-Hill
Publications, 2014.

OURSE LEARNING OUTCOMES (CLO):

\\(ILOI: Understand software engineering concepts, process models, and measurement techniques,
Ne and apply these to estimate and plan software development projects.

ICLO2: Identify and analyze functional and non-functional requirements using requirement
engineering processes and frameworks.

ICLO3: Apply principles and practices of software design including structured and object-oriented
lapproaches using UML and software design methodologies.

(CLO4: Analyze and apply software testing techniques and reliability metrics for validating and
verifying software quality and performance.

CLO-PLO Matrix for the Course

PLOs
1 2 3l & 5 | 6| 7 | 8 |9 10 | Average
Unit-Wise CLOs (CLO)
MMCADSEI25.1 | > 3 3 | 2 gl T2t 202l 3 2.3
= 2.4
MMCADSE1252 | ° 3 5|4 3 v leedee 1ol 3
MMCADSEI253 | - 3 32 3 1|2 3 |2 3 2.5
MMCADSEI254 | 3 3 3| 2 3 T2 & 121 3 2.4
' /Average (PLO) 5 N
/é . 3.0 30| 20 | 2751020 225|.] 3.0 2.4
" 0

To be effective from year-2025
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COURSE TITLE: Advanced Database Systems

Course Code: MMCADDSI125 Examination T
Scheme
Total number of Lecture Hours: 60 External T2
Internal 28
Lecture (L): [ 4 |Practical P): [- | Tutorial (T): |- | Total Credits |

Course Objectives

e To understand the foundational concepts of database systems, including data models,)
architecture, and ER modeling, in order to distinguish between data, information, and|
knowledge.

e To explore the relational data model and relational algebra operations, and to apply]
normalization techniques for designing efficient and consistent database schemas.

¢ To gain a conceptual understanding of distributed, parallel, and object-based database systems,
their architectures, key features, and differences from traditional database models.

e To examine the principles of transaction management and recovery, including concurrency control
techniques, serializability, and recovery methods to ensure database integrity and reliability.

Course Content TEACHING
HOURS
IUNIT I: Introduction to Database Systems 15 Hrs
Introduction to Data, Information and Knowledge. Database basics — Need and|
evolution, Database and DBMS. Characteristics of Database Approach,

Advantages and disadvantages of DBMS Approach. Database System Concepts

and Architecture — Data Models, Schemas, and Instances, Database Models and|
W/ Comparison, Three Schema Architecture and Data Independence. Database;

Languages and Interfaces. DBMS architectures. DBMS Classification. Data
Ba Modeling: Overview of Data Modeling, Entity-Relationship (ER) Modeling.

[UNIT II: Relational Data Model and Database Design 15 Hrs

Relational Data Model — Basic Concepts and Characteristics, Model Notation,
Model Constraints and Database Schemas, Constraint Violations. Relational

Algebra — basic concepts, Unary Relational Operations, Algebra Operations

from Set Theory, Binary Operations, Additional Relational Operations.
Criterion for Good Database Design. Database Design through Functional
Dependencies & Normalization: Functional Dependencies, Lossless Join,

INormal Forms: INF, 2NF, 3NF, BCNF.

[UNIT III: Overview of Distributed, Parallel, and Object-Based Databases 15 Hrs

Distributed Databases — Basic Concepts, Characteristics, and Design Issues,
Data Fragmentation and Replication , Distributed Transparency: Location,
Replication, and Fragmentation Transparency.

.

Parallel Databases — Architecture Types (Shared Memory, Shared Disk, Shared|
Nothing)., Concepts of Parallel Query Processing and Optimization.

Object-Based Databases — Motivation, Features, and Architecture, Concepts of]
Object-Oriented Data Models and Object-Relational Databases, Comparison
with Traditional Relational Databases

To be effective from year-2025
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UNIT IV: Transaction Management and Recovery 15 Hrs

Concepts of Transactions — ACID Properties, Transaction States, Issues in
Concurrency — Lost Updates, Dirty Reads (Conceptual Examples),
Serializability — Conflict and View Serializability (Overview Only), Overview
of Concurrency Control Techniques — Two-Phase Locking, Timestamp
Ordering, Database Recovery — Causes of Failure, Rollback Mechanisms,
Recovery Approaches — Deferred and Immediate Update, Shadow Paging,
Introduction to Logging and Checkpointing Techniques

Textbooks:

1. Advanced Database Systems by Nabil R. Adam and Bharat K . Bhargava, ISBN 3 54057507-3
Springer-Verlag Berlin Heidelberg New York

Reference Books:

1. Ramez Elmasri and Shamkant B. Navathe, “Fundamentals of Database Systems”, 7thEdition, Pearson|
Education, 2017

2. Advanced Database Systems by Dr.John Kandiri

3. Abraham Silberschatz, Henry F. Korth, S.Sudarshan, “Database System Concepts™, 6th Edition, 2014

COURSE LEARNING OUTCOMES (CLO):

CLO1: Explain database architecture, data models, and the advantages of the DBMS approach in
organizing and managing structured data.
50 CLO2: Apply relational algebra operations and normalization rules to evaluate, optimize, and design|
\9; database schemas that preserve integrity and consistency.
CLO3: Differentiate between centralized, distributed, parallel, and object-based databases, and
- describe their architectures, transparencies, and processing capabilities.
CLO4: Interpret and evaluate transaction management strategies and recovery techniques, ensuring
database consistency and reliability in multi-user environments.
CLO-PLO Matrix for the Course
w PLO
= Unit-Wise CLOs 1 2 3 4 3 6 7 8 9 10 Avg
(CLO)
MMCADDS125.1 3 2 2 1 2 1 1 2 2 2 1.8
MMCADDS125.2 3 | 2 2 1 3 1 1 1 2 2 1.8
r |/ MMCADDSI125.3 3 | 3 2 1 3 1 1 2 1 3 2.0
MMCADDS125.4 3 3 3 1 3 2 1 2 1 3 2.2
Avg (PLO) 30 (25| 23 | 1.0 2.8 1.3 1.0 1.8 (15| 25 1.97

A~
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MCA Syllabus-P.G. Dept. of Computer Science, University of Kashmir

COURSE TITLE: Artificial Intelligence

Course Code: MMCADAI125 Examination T P
Scheme
Total number of Lecture Hours: 60 External 72 -
Internal 28 -
Lecture(L): |4 | Practical (P): |- | Tutorial(T): || Total Credits 4

Course Objectives:

e To introduce the foundational concepts, historical evolution, knowledge representation methods, and
intelligent agent models in Artificial Intelligence.

To develop an understanding of fuzzy logic principles, inference techniques, and their application in
handling imprecise or uncertain data.

To equip students with various search and optimization techniques used in Al for problem-solving and
decision-making.

To explore inductive learning methods, uncertainty handling, and the fundamentals of artificial neural
networks for pattern recognition and classification tasks.

W

%,

%
W
ix} 7

M |

Course Content TEACHING
HOURS

"UNIT I: -15 Hrs

Definition, history and applications Al. Representation of knowledge using logic-

based approaches: propositional and first-order logic. Expert systems. Reasoning

methods: Forward and backward chaining. Intelligent agents: types, structure, and

environment interaction.

UNIT II: - 15 Hrs

Introduction to fuzzy logic and fuzzification. Linguistic terms, fuzzy sets, hedges, and

operations. Fuzzy reasoning: Max-Min and Max-Product inferencing, multiple

premise rules, Mamdani inference, aggregation, and defuzzification. Applications off

fuzzy logic.

UNIT II1: -15 Hrs

Search Algorithms — Uninformed search strategies, Informed search strategies, Hill

Climbing, Constraint satisfaction problems, Optimization techniques: Genetig

algorithms, Simulated annealing, Ant colony optimization, Swarm Particlej

optimization.

UNIT 1V: -15Hrs

Inductive learning: categories, Rule extraction. Handling uncertainty in AL Artificial

Neural Networks (ANN): Basics of neural networks, architecture of perceptron and

multilayer networks.

Textbooks

1. “Artificial Intelligence: A Guide to Intelligent Systems' by Michael Negnevitsky, Latest Edition,

2020.
2. “Artificial Intelligence: A Modern Approach” by Stuart Russell and Peter Norvig, 4™ Edition, 2020.
3. “Artificial Intelligence: A Guide for Thinking Humans" by Melanie Mitchell, Latest Edition, 2019

Reference Books

1. “Artificial Intelligence" by Elaine Rich, Kevin Knight, and Shivashankar B. Nair, 4™ Edition, 2021.
D.  “Artificial Intelligence: Foundations of Computational Agents" by Michael Wooldridge, Ist Edition, 2021.

3. “Nature-Inspired Optimization Algorithms" by Saeid Aziznejad, Gholamreza Z. Naderpour, and

To be effective from year-2025
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Mohammad A. H. Sadeghi, Ist Edition, 2019.

COURSE LEARNING OUTCOMES(CO):

CLO1: Identify and discuss various applications of Al across different domains and their impacts.

CLO2: Students will be able to explain the concepts of fuzzy logic including fuzzification and
defuzzification.

CLO3: Implement and evaluate informed and uninformed search algorithms to solve problem-solving tasks.
CLO4: Students will be able to explain the principles of inductive learning and distinguish between differen

categories of inductive learning algorithms. t[
CLO-PLO Matrix for the Course

PLO

Unit-Wise CLOSs 1 2 3 4 5 6 7 8 9 10 Avg

B (CL

0)

MMCADAI125.1 3 1 2 2 2 1 1 2 1 2 1.70

MMCADAI125.2 3 2 2 1 2 1 1 2 1 2 1.70

MMCADAII25.3 3 2 2 1 2 1 1 1 1 2 1.60

MMCADAI125.4 2 3 3 1 3 1 2 3 2 3 2.30

\O&C’ Avg (PLO) 275 | 2.00 | 2.25 | 1.25 | 2.25 | 1.00 | 1.25 2.00 1.25 | 2.25 | 1.82
2 v }

-\I
To be effective from year-2025
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COURSE TITLE: Block Chain Technologies

Course Code: MMCADBC125 Examination T P
Scheme
Total number of Lecture Hours: 60 External 72 -
Internal 28 -
Lecture (L): | 4| Practical - | Tutorial Total Credits 4
(P): (T):

Course Objectives:

Ethereum.

and decentralized identity..

T

® To explain the foundational concepts of blockchain technology, including its structure,
cryptographic principles, consensus mechanisms, and major blockchain platforms.

e To Analyze blockchain network components, security mechanisms, and real-world use cases,
with a focus on the architecture and functioning of cryptocurrencies like Bitcoin and

To Develop and deploy smart contracts and decentralized applications (DApps) using appropriate
blockchain development tools, languages, and environments.
To Evaluate emerging trends and interdisciplinary applications of blockchain in areas such as IoT,
Al, big data, and quantum computing, and assess the potential of future technologies like Web 3.0

Course Content

TEACHING
HOURS

Unit 1: Introduction to Blockchain Technology

15 Hrs

¢

Hyperledger.

\$ Introduction to Blockchain - Definition, History, and Evolution. Basic
Concepts - Distributed Ledger Technology (DLT), Cryptography, and
Consensus Mechanisms. Types of Blockchains - Public, Private,
Consortium, and Hybrid Block chains. Blockchain Structure - Blocks,
Chains, Nodes, and Transactions. Cryptographic Foundations - Hash
Functions, Digital Signatures, Public and Private Keys. Consensus
Algorithms - Proof of Work (PoW), Proof of Stake (PoS), Delegated
PoS. Smart Contracts - Definition, Creation, Execution, and Security
Issues. Overview of Major Blockchain Platforms - Bitcoin, Ethereum,

£ &2

Unit 2: Blockchain and Cryptocurrencies

15 Hrs

Consensus. Security in Blockchain - Threats,

P
—

A

Blockchain Networks - Nodes, Peer-to-Peer Networks, and Distributed

Attacks, and

Countermeasures. Blockchain Use Cases - Financial Services, Supply
Chain, Healthcare. Introduction to Cryptocurrencies - Bitcoin and
Altcoins. Bitcoin Architecture - Blockchain, Mining, Wallets, and
Transactions. Ethereum and Smart Contracts - Solidity, DApps, and Gas.

+ / Cryptocurrency Wallets - Types. Security, and Key Management.

Unit 3: Blockchain Development and Implementation

15 Hrs

Introduction to Blockchain Development - Tools, Platforms, and IDEs.
Blockchain Development Languages - Solidity, Vyper, Go, and
JavaScript. Building Smart Contracts - Basics, Writing, and Deploying.

To be effective from year-2025
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Developing DApps - Frontend, Backend, and Smart Contract
Integration. Ethereum Development Environment - Truffle, Ganache,
Remix. Hyperledger Fabric - Architecture, Components, and
Development. Testing Blockchain Applications - Unit Tests, Integration
Tests .

Unit 4: Advanced Topics and Future Directions in Blockchain

15 Hrs

Blockchain in IoT - Use Cases, Challenges, and Solutions. Blockchain
and Big Data - Integration, Analytics, and Use Cases. Blockchain in Al
- Synergies, Applications, and Challenges. Blockchain and Cloud
Computing - Decentralized Cloud Solutions. Green and Sustainable
Blockchain Technologies. Quantum Computing and its Impact on
Blockchain . Future Directions - Web 3.0, Decentralized Identity, and
Tokenization of Assets.

Textbooks:

Saxena, McGraw-Hill Education (2020).

Pearson (2021).

1. "Blockchain Technology: Concepts and Applications” by Kumar Saurabh and Ashutosh
"Cryptocurrency and Blockchain Technology" by Shaik Nasrullah and M. Balamurugan,

3. "Blockchain and Cryptocurrency" by B. B. Gupta and Hemraj Saini, PHI Learning (2020).

| Reference Books:

(2018).
b Pearson (2020).

(2021).

"Cryptography and Blockchain Technology" by Atul Kahate, McGraw-Hill Education
. "Blockchain: Principles and Applications" by Umesh Kumar Singh and Kavita Rani,

3. "Blockchain Technology and Applications" by M. S. Kiruthika and B. Prabu, PHI Learning

&
M

3

i

|
W
NS

COURSE LEARNING OUTCOMES (CLO):

security implications in blockchain networks.
deploy smart contracts and decentralized applications (DApps).

deploy smart contracts and decentralized applications (DApps).

CLOL1: Understand the fundamental concepts, cryptographic principles, types, and
architectures of blockchain systems and analyze major blockchain platforms.

CLO2: Evaluate the structure, operations, and applications of cryptocurrencies and identify the
CLO3: Apply blockchain programming languages and development frameworks to build and

CLO4: Apply blockchain programming languages and development frameworks to build and

LEVEL OF CLO-PLO MAPPING TABLE

PLOs
1 2 3 4 5 6 7 8 9 10 Averag
Unit wise CLOs e (CLO)
MMCADBC125.1 3 2 |2 2 3 2 2 2 2 |3 2.3
MMCADBC125.2 | 3 3 2 2 3 2 2 2 3 |3 2.5
MMCADBC125.3 | 3 T |3 2 3 1 2 3 2 13 2.5
MMCADBC1254 | 3 2 |2 2 3 2 3 3 3 |2 2.5

To be effective from year-2025
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Average (PLO)

3.0 g 225 (2.0 |3.0 1225 |28 " 1275 | 245
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